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Chapter 1

Introduction

Humans and other animals have a sensory system that is stimulated by their environment. The sensory system is highly selective and already pre-processes inputs. Further processing by the central nervous system ultimately leads to sensory and possibly conscious perception. Neurons and their interconnections are the biological basis for these and all related processes, ranging from the initiation of simple reflexes to the construction of high-level knowledge about the world.\footnote{We note that here and in the following we adopt a “third person” perspective of an objective observer on the nervous system. Of course, subjects experience directly and immediately, in the “first person” perspective (see e.g. [134]). It is unclear if and how the individual, private experience can be explored in – generally intersubjective – natural sciences.}

A crucial, established assumption about brain function is that it is not the overwhelming diversity of neurons which is responsible for complex behavior but their number and their interconnectivity, i.e. the neural network [104]. This suggests that it might be possible to capture basic properties of the functionality of the nervous system by studying the dynamics of neural networks with comparably simple neuron and connection models, although single neurons are highly complicated and their detailed microbiological architecture and dynamics are a subject of present research. This approach may enable us to clarify mechanisms which otherwise would remain obscured beneath the complexity of detailed description. Some tools for a quantitative description have been developed in physics and mathematics, in particular in statistical physics, dynamical systems theory and in the theory of stochastic processes.

For the understanding of a neural network, as for many other complex systems with underlying network structure (ranging from gene regulatory networks [80] to food webs of species [56]), it is crucial to understand how the dynamics of single elements together with couplings and network structure give rise to the collective dynamics. In studies of neural networks, the most common and also a very successful approach is to assess the dynamics generated by a predefined network analytically or numerically. Important examples in spiking neural networks include studies on emerging collective phenomena such as synchronization (cf. e.g.
[190, 197, 195, 182]], on changes of the dynamics due to modification of the model, e.g. by introducing delayed coupling [58, 166] or short term synaptic plasticity [189, 191], on mean field theories (as reviewed e.g. in [33, 84]) or on networks with dynamical topology that changes according to learning schemes (cf., e.g., [10, 161, 138, 47, 139]). The inverse problem is to find networks that give rise to a predefined dynamics. A classical example is provided by an artificial Hopfield neural network [88]. Such a network is trained and, by gradually adapting its coupling strengths, it becomes an associative memory, fulfilling pattern recognition tasks. The network typically consists of binary units. In spiking neural networks, the inverse problem is less understood. Some studies constructed networks that give rise to dynamics similar to microscopic dynamics found in experiments: Reference [159] studies a three unit model for a central pattern generator, a neural network that produces rhythmic activity. Numerically, it was shown that the qualitative spiking dynamics is independent of both the details of the neuron model and the details of synaptic coupling. In [119], a method was presented to construct neural network models so that the neurons exhibit irregular spike trains with statistical properties similar to neurons in extracellular recordings.

However, the precise spike dynamics in neurobiological neural networks might also be important: In experimental recordings, precisely timed patterns of spikes are embedded in seemingly irregular spike trains of neurons in vivo and in vitro [6, 66, 152, 67]. Thus they have to be detected using advanced statistical methods [6, 89, 164]. Some of the methods have been criticized as producing false positives mainly due to violations of the underlying statistical assumptions in the spike trains [148, 137] and only recently statistical methods that are not subject to this criticism have been developed [66, 151]. Since the patterns of spikes are correlated with phases of activity, they might be important for neural processing [5, 6, 164, 152, 68]. Their dynamical origin, however, is unknown. A possible explanation for their occurrence is the existence of underlying ‘synfire chains’. In these models, networks are designed by embedding chains of neuron groups with strong excitatory projections from one group to the next. These feedforward structures allow synchronous activity to stably propagate along the chain [3, 83, 54, 18]. So far, however, there is no experimental evidence for the existence of the underlying feedforward connected structures. Underlying recurrent networks that exhibit precisely timed patterns of spikes might be another explanation for the occurrence of precisely timed patterns of spikes. The construction of recurrent networks which give rise to a predefined, precisely timed pattern of spikes would be a possible first approach to such a model. Only few articles consider this problem. Reference [123] provides an algorithm to construct one specific, fully connected network that can realize one predefined simple periodic pattern of spikes, i.e. a pattern in which each neuron spikes once within a period. Another article showed how to construct networks realizing patterns close to the fully synchronous state [50] in networks of complicated connectivity.

Is it possible to determine spiking neural networks that give rise to arbitrary spike patterns with an analytical approach? Is it possible to determine the entire
set of such networks? In chapter 4 we positively answer these questions for a class of spiking neural networks. The method is very general, it covers strongly heterogeneous networks with different types of neurons and connections and allows to realize arbitrarily complicated patterns. Since the set of networks that give rise to one predefined spike pattern is typically high dimensional, we can impose additional restrictions on the realizing network, for instance a predefined detailed network connectivity, or we can design networks that optimize network properties such as wiring costs. This suggests applications to biological neural networks such as central pattern generators.

Crucial for the occurrence of some neural activity in general and of spike patterns in particular are the stability properties of the corresponding orbits and trajectories, especially under noisy conditions in biological systems or when the network that realizes a certain pattern is embedded in another neural network. The stability properties also determine the computational abilities of the network, where computation is not only possible with stable states, cf. [114, 14, 15]. In spiking neural networks, stability has been mostly analyzed in simple systems with a few neurons [136, 197, 195] or for collective states, such as oscillatory and synchronous states [190, 195, 31, 30, 176] or the asynchronous state [2, 31, 79, 30, 196, 105]. Only a few studies assess the stability properties of the precise spiking dynamics in larger networks. In purely excitatory networks, long chaotic transients and switching dynamics (unstable attractors) have been found [209, 180]. For purely inhibitory networks of leaky integrate-and-fire neurons with instantaneous coupling, i.e. coupling without transmission delay, and synaptic currents of infinitesimal temporal extent, several studies indicate that the dynamics is stable. Recent numerical investigations of weakly diluted networks show the stability of trajectories underlying irregular dynamics [208]. Also, in globally coupled networks, the periodic dynamics is stable [98]. The results in [98] further indicate that the irregular dynamics converges to a periodic orbit. For more general classes of networks, in [123], it was shown that the stored pattern of spikes (see above) is even a global attractor. The stability of the near-synchronous state in networks with delay (delayed coupling can significantly change the dynamical properties [58, 160]) was studied in [50], in particular showing that it is stable in inhibitory networks of leaky integrate-and-fire neurons. However, related numerical results were interpreted as indicating instability of the irregular dynamics when delayed couplings are included [76].

We present a more general analytical investigation on the stability properties of trajectories underlying the spiking dynamics valid even in heterogeneous networks with delay. Given the complicating network properties, we study first periodic orbits in chapter 5. We analytically assess the stability properties of orbits underlying arbitrary non-degenerate periodic patterns of spikes, i.e. periodic patterns of spikes without simultaneous spike sendings and receivings. We show that in large and important classes of networks such patterns are either all stable or all unstable and numerically illustrate and interpret our results. For instance, in arbitrary purely inhibitory networks of neurons with normal dissipation such as leaky

\[ \text{We explain these results in appendix A on the basis of the analytical results derived in ch. 6.}\]
integrate-and-fire neurons, every periodic non-degenerate spike pattern, no matter how complicated, is stable.

The spiking dynamics of cortical neurons shows high temporal irregularity (cf. sec. 2.3). One possible explanation is that this irregularity occurs due to a balance of excitatory and inhibitory input to the neurons [198, 199, 30]. In this balanced state the mean input is subthreshold and spikes result from fluctuations of the membrane potential. The highly irregular dynamics generated is often associated with chaotic dynamics and chaoticity was conjectured to be an emergent phenomenon of large, sparse balanced networks [198, 199]. A state of highly irregular dynamics also occurs in purely inhibitory networks of neurons with normal dissipation. Orbits underlying non-degenerate periodic patterns of spikes are stable in these networks (see above). Are trajectories underlying irregular activity also stable? For fully connected networks without delay, ref. [88] indicates that this is the case and that the dynamics converges to a periodic orbit. Also, in weakly diluted networks without delay there is numerical evidence that the irregular spiking dynamics is stable and finally converges to a periodic orbit [208]. In contrast, as mentioned above, numerical simulations in diluted networks with delay were interpreted to show chaotic dynamics [76].

In chapter 6, we analytically show that in purely inhibitory networks with inhomogeneous delay distribution and arbitrary, strongly connected network topology, any trajectory underlying generic irregular spike dynamics is asymptotically stable. We give strong analytical evidence that finally the dynamics converges to a periodic orbit. We further numerically investigate the dynamics and discuss transitions to chaotic dynamics through introduction of excitatory couplings and finite synaptic decay time. Our results show that the dynamics in purely inhibitory coupled networks differs substantially from the dynamics of networks which explicitly include sufficiently many excitatory couplings, even though the mean field descriptions [199, 30] of both network types are nearly identical when the parameters are suitably chosen. Thus, our results further emphasize the necessity to study the microscopic dynamics of neural networks if precise spike timing is indeed important.

As mentioned above, an important model for the generation of precise spike timing in neural networks is the synfire model, that assumes the presence of embedded feedforward networks which give rise to propagation of synchrony. Another modeling study investigated the construction of feedforward structures by strengthening already existing connections in a random network [201]. In the network models considered, only very large strengthening of synapses between neuron groups and further modification of neurons within the groups led to propagation of synchrony over a few groups. Neurobiological experiments, however, show that concurrent excitatory inputs to a neuron can be nonlinearly enhanced due to active dendrites [82, 13, 159]. Some forms of this nonlinear enhancement only occur if the input is synchronous. If a neuron responds to such an enhanced input with a spike, this response has high temporal precision [13]. Thus, simultaneous synchronous inputs to a group of neurons will generate synchronous responses. This led to the fruitful
idea that nonlinear dendritic enhancement might cause stable propagation of synchrony even in purely random neural networks. Up to now, highly detailed neuron models for neurons with nonlinear dendrites exist as well as very abstract ones suited e.g. for studies in discrete time or in rate networks [128, 129, 154, 153, 81]. However, the effect of nonlinear dendritic interactions on the dynamics of recurrent spiking neural networks has not yet been studied. In chapter 7, we introduce a spiking neuron model with nonlinear dendritic interactions based on [13] that is suitable for studying a spiking neural network in continuous time. We show analytically and numerically that a network of nonlinearly coupled neurons indeed gives rise to stable propagation of synchrony for biologically realistic parameters. As expected from previous work [3, 83, 54, 18, 201], this is not the case for a linearly coupled network with similar parameters. In contrast to a synfire chain model, the synchrony is not bound to fixed groups but propagates freely in the network. We numerically and analytically study the propagation and the emergence of the propagating state when the nonlinearity is strengthened.

Our model predicts certain patterns of activity in certain brain regions. Due to the response properties of neurons investigated in [13], the synchronous pulses in our model have temporal difference of about 5 ms, a rather short time difference for a neuronal network. Thus, a pattern of activity characterized by strongly synchronous pulses with this time difference is predicted in the hippocampal regions where the pyramidal neurons motivating our model were found [13]. If the synchronous pulses are large enough, the propagation of synchrony would even be reflected in neural mass signals such as the local field potential. Indeed, the region in question shows a prominent pattern of activity, sharp waves/ripples, sharp increases of overall activity [35] with a superposed oscillation of frequency 200 Hz (ripples [206, 116, 37]), where the troughs have temporal distance about 5 ms and are assumed to originate from highly synchronous activity of pyramidal neurons. Sharp wave/ripples are a neurobiologically very well studied pattern of activity (see, e.g., [206, 117, 143, 21]) and are considered to play an important role in learning [37]. Two different mechanisms based on oscillating networks of inhibitory neurons [206, 39] and electrical synapses [184, 186, 115] have been proposed to explain their occurrence.

In chapter 8, we propose a new model for sharp wave ripples, based on nonlinear dendritic interactions. Based on [13], we develop a more detailed neuron model and show that for biologically realistic parameters spontaneous sharp-wave/ripple-like patterns of spiking activity occur. We highlight that, in contrast to existing models, the precise ripple frequency is predicted. Further, we expect our model to fit well with the role conjectured for sharp wave/ripples in learning. We discuss our model, partially together with the existing models, in the context of electrophysiological findings about sharp wave/ripples and neuroanatomical knowledge about the involved hippocampal regions. We emphasize that combinations of the three existing models for sharp wave/ripples are possible. We finally conclude that, regarding present knowledge, our model provides a plausible explanation for the occurrence of sharp wave/ripples.
This thesis is structured as follows. The first part starts with an introduction (current chapter 1) and provides the neurobiological background as well as mathematical and physical concepts used throughout the thesis (chapter 2). Also, the rather general neuron model used in most of the thesis is introduced (chapter 3). In the second part, we consider the dynamics of neural networks as an inverse problem by predefining an invariant dynamics and determining the class of networks that gives rise to it (chapter 4). In the third part, we analytically derive general statements about the stability properties of periodic and irregular spike dynamics for large classes of networks (chapters 5 and 6). The appendix of the thesis explains some implications of these statements for the interpretation of a recent publication. In the fourth part (chapters 7 and 8), we study the implications of experimentally found nonlinear dendritic enhancement on network dynamics. We show that it can lead to the propagation of precisely synchronous pulses of spikes (chapter 7). This predicts certain patterns of neural activity in a hippocampal region of the brain. Indeed, the predicted patterns are found there (chapter 8). Each chapter of the second, third and fourth part starts with a short introduction, an overview of the state of current research and a model section; it closes with a conclusion and an outlook. In the fifth part (chapter 9) we give summarizing conclusions and outlooks.
Chapter 2

Fundamentals

This chapter summarizes some basic concepts used throughout the thesis. We start with neurobiological foundations about neurons and their interconnections [104, 160] and motivate the neural network models considered [48, 72, 113]. Basic graph theory [20], the notion of hybrid dynamical systems [19, 28] and Markov chains [144] will provide means to study their microscopic dynamics. For the global, mean field, perspective, we introduce stochastic differential equations and derive the diffusion approximation to the network dynamics [97, 165, 69].

2.1 Single neurons

The nervous system has two types of cells, nerve cells or neurons and glial cells. The neurons are directly responsible for most of the information transmission while glia cells have rather auxiliary functions.¹

Typical neurons can be divided into four morphologically distinct regions: i) The cell body or soma, the metabolic center also containing the nucleus. ii) The dendrites, processes of the soma, which branch out to collect input from other neurons. iii) The axon, a process which can extend over long distances and conducts signals to other neurons. iv) The presynaptic terminals, swellings of the axon where the contact to the postsynaptic cells is established by forming synapses with postsynaptic terminals e.g. at the dendrite of another, postsynaptic neuron.

Neurons in higher animals mainly communicate by sending and receiving electrical pulses, action potentials. This is generically a digital communication pathway. Analog pathways of communication also exist, e.g. the direct electrical coupling via gap junctions, cf. sec. 2.5. Action potentials are fast and short-lived electrical

¹Glia functions include e.g. sustaining and separating neurons, taking up neurotransmitter from the synaptic cleft or forming the Myelin sheath isolating many axons. Besides, there is two-way signaling between glial cells and neurons which leads e.g. to neuromodulation and glial cells communicate via intracellular calcium waves and intercellular diffusion of chemical messengers (cf. Ref. [63, 62, 200] for recent reviews).
pulses with amplitudes of 70 – 100mV and durations about 1 – 10ms. Remarkably, the action potentials or spikes and the mechanism of their generation are highly stereotypical throughout the brain: At rest, neurons maintain a potential difference of approximately –65mV relative to the extracellular medium at their external membrane. This resting membrane potential results from an excess of large organic anions and chloride inside and sodium and calcium cations outside the cell. Additionally, there is an excess of potassium cations inside the cell which is however not sufficient to balance the potential difference. The cell membrane is riddled with ion channels. Some of them are rather unspecific (though impermeable for the large organic ions) and always open, so that there is a continued passive outward flow of K⁺ and an inward flow of Na⁺ ions due to the concentration gradient which is compensated by ion pumps actively transporting K⁺ in, and Na⁺ out of the cell. Others are voltage gated and only open when the polarization of the cell is decreased. These channels are responsible for the generation of action potentials. If the cell is depolarized, voltage gated, Na⁺ specific channels open and the resulting Na⁺ influx increases the depolarization so that even more channels open. The resulting positive feedback process leads to a strong depolarization. At the same time, although a bit slower, voltage gated K⁺ channels begin to open and the outflux of positive ions repolarizes the cell, a process supported by the reduction of Na⁺ influx due to in- and deactivation of sodium channels.

Action potentials are usually generated in the initial segment of the axon. Here, inputs conducted from the input zones are summed up and if a large enough number of depolarizing, excitatory signals has been integrated, the depolarization of this trigger zone is large enough and an action potential is generated. This action potential is an all-or-none event and thus highly nonlinear. The action potential then travels down the axon to the presynaptic terminals. Since the variability of the depolarization needed to generate an action potential is fairly small, the action potential initiation is often modeled as beginning if the depolarization exceeds a sharp threshold.

However, action potentials can also be generated in dendrites [112, 173]. Dendritic sodium spikes can boost the effect of inputs by a factor of 2 – 3 and induce sharply peaked depolarizations in the somatic membrane potential [82, 13, 142]. Remarkably, in [13] this boosting was found only if the inputs are rather synchronous in time, within less than 2ms. The resulting depolarization moves down the dendrite and can trigger an action potential at the initial segment of the axon. Due to the sharply peaked initiating depolarization, the timing of the action potential is precise in the sub-millisecond range. Other dendritic spikes are mediated by voltage gated Ca²⁺ or NMDA channels, the latter are ligand gated but also have

---

²In fact, there are usually a number of closed and open states so that the kinetics of channels can be modeled as a Markovian system. The transition between several states before the channel opens can cause additional delays and shapes the onset of the action potential [86, 51].

³The position of the action potential generation is still subject to recent research, see, e.g., [44].

⁴The onset variability and the speed of onset have nevertheless a strong influence on the response properties of neurons [141, 140, 64].
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a voltage dependence due to a Mg$^{2+}$ ion blocking the channel if the membrane is polarized \[82, 157\]. These spikes have longer time courses up to several hundreds of milliseconds and often occur together with fast spikes. They have particularly interesting implications on the computing abilities of neurons when only the spike rate and not the spike timing is considered because a pyramidal neuron then can be modeled as two or more layered feed-forward network instead of a single threshold element \[154, 153, 81\]. In the last part of the thesis we will study consequences of fast dendritic spikes on the spike timing dynamics of a neural network.

### 2.2 Synaptic interaction

Synapses allow signal transmission between different neurons. There are two types of synapses, electrical and chemical synapses.

In the area of an electrical synapse, the extracellular space between two neighboring cells is extraordinary small and bridged by ion channels called gap junctions. These connections allow direct ion flux between the cells and thus signaling of even subthreshold potential fluctuations with nearly zero time delay. Therefore, they are considered to be particularly important for synchronizing large populations of neurons \[46, 23, 65\]. Nevertheless, electrical synapses in general do not allow inhibitory actions or long-lasting changes in effectiveness,\(^5\) require large contact areas and are usually responsible for rather stereotyped functions.

In contrast, chemical synapses are highly flexible. They can act excitatorily or inhibitorily, show plasticity on short and long timescales, a basis for longer lasting memory, and they can amplify signals. Indeed, chemical synapses are considered most important for the nervous system (cf. \[104\], p. 111). We will therefore concentrate on chemical synapses.

Chemical synapses transmit the information that an action potential has reached the presynaptic terminal.\(^6\) If an action potential reaches a presynaptic terminal of a chemical synapse, the depolarization induces the influx of calcium ions which in turn leads to the fusion of synaptic vesicles and to the exocytosis of the contained neurotransmitter into the synaptic cleft.\(^7\) The neurotransmitter reacts with receptors on the postsynaptic side before it is quickly removed from the cleft. This either leads directly to ion influx into the postsynaptic cell if receptor and channel form one macromolecule (receptor channel, ligand gated ion channel, ionotropic receptor) or to the generation of a second messenger cascade (metabotropic receptors and Tyrosinkinasen). Ionotropic receptors have rapid postsynaptic effects we are interested in, such as rapid changes in the post synaptic potential which last for several milliseconds. In contrast, metabotropic receptors mediate effects on longer timescales of seconds or minutes.

The fusion of a single synaptic vesicle at an action potential arrival can be seen as a random event with a given probability. Indeed, the number of fusing

\(^5\)See, however, \[106\].

\(^6\)Recently, also analog transmission components have been found in chemical synapses \[8, 170\].

\(^7\)For a detailed presentation of vesicle fusion and exocytosis, see, e.g., \[104\], ch. 13.
vesicles follows approximately a Binomial distribution and often no vesicle fuses which leads to a failure of synaptic transmission. On the other hand, the fusion of multiple vesicles need not be reflected in a higher post-synaptic current because the channels on the postsynaptic side can be saturated already by the neurotransmitter contained in one vesicle.

Also, the mechanism of synaptic transmission implies that chemical synapses are unidirectional and the complex steps needed for the signal transmission at a chemical synapse entail a synaptic delay, which ranges from 0.3ms to several milliseconds or longer [104], p. 131.

The probability for a synaptic connection from one neuron to another neuron within range is between $1 - 25\%$, i.e. the neural network is sparsely connected. Multiple, but few synaptic couplings between two neurons exist. The number of synapses per neuron ranges from several thousands to several ten thousands, depending on the cell type and the organism ([4] ch. 2, [26] chs. 2, 20, 34).

The rise times of the postsynaptic current are in the sub-millisecond to millisecond range, the decay of the current after the neurotransmitter has been removed from the synaptic cleft are several milliseconds (AMPA, GABA_A channels) or several hundreds of milliseconds (NMDA channels).

Neurons project either always excitatory (e.g. pyramidal neurons) or always inhibitory (cf. the diversity of inhibitory interneurons [149, 122]) on postsynaptic neurons. Thus, in the classical view, there is a clear separation between excitatory and inhibitory neuron populations.

2.3 Cortical neural network dynamics

Spontaneous cortical activity is highly irregular. Single neurons spike at low rates of several Hz per neuron\footnote{The variability is however large between neurons in different areas and even between different trials [183, 188]} and the spike train statistics often agree with a Poissonian process, where deviations are mostly due to refractory effects ([172, 169], [48], p. 32). The spike trains of different neurons however can be significantly correlated, as has been found in numerous experiments studying different brain areas and animals. Recently, it has been found that these correlations increase with higher spiking frequency. The mechanisms underlying the correlations as well as their implications for neural processing are not yet understood (cf. [49] and references therein). There are several sources for stochasticity. An external source for stochasticity is the unreliability and stochastic nature of synaptic transmission, cf. sec. 2.2. Internal
sources are thermal noise and channel noise. Channel noise results from stochastic opening of voltage gated channels and is the dominating internal source generating noise with amplitude up to 0.5mV [92]. Since the internal stochasticity is weak, the dynamics of a single neuron to a given direct stimulation is rather reliable ([118, 145, 100]). This may lead to patterns of spikes which are reliably repeated in the network dynamics [61]. Indeed, there is increasing evidence for the existence of such spike patterns. Since the patterns are correlated with stimuli they might be important for neural processing [5, 68, 6]. However, the statistical analysis to prove their significance is non-trivial, in particular if the rates change during trials and observations of spike patterns have often been criticized or proven to be artefacts of the statistical methods used [148, 137]. Recently however, reliable methods that are independent of the spike train statistics and partially also robust against changes in the firing frequency have been developed [66, 151]. The application to newly derived and existing data revealed the presence of statistically significant repeated patterns of spikes in particular during phases of alertness or during stimulation of a neuronal population [152, 66, 67].

2.4 Model neurons

Neuron models exist on many levels of abstraction from highly detailed models with a large number of compartments and precise ion channel distributions, to simple threshold elements with only two discrete states (see e.g. [88, 120]). Simulations of highly detailed models may yield a good picture of the neural dynamics but the crucial mechanisms can remain obscure. Of course, oversimplified models may lead to wrong results, i.e. model artefacts, but also detailed models are not immune against this, because the crucial properties may simply be unknown on a microscopic level, cf. [141].

The level of abstraction appropriate for our investigations is the level of single compartment integrate-and-fire neurons. This means, we only consider one compartment, the zone of the neuron where the action potential is triggered. The inputs as collected and mediated by the input zone, are described by their effective action on the trigger zone. The trigger zone acts as an integrator and if the total excitation is large enough, the neuron is reset and an action potential is artificially added.

These models have a reasonable degree of accuracy. Still, they are often analytically tractable, have only a small number of free parameters to be fixed and allow simulations of larger networks.

The first, and a very successful and well studied integrate-and-fire model is the leaky integrate-and-fire (LIF) model (cf. [107, 192, 1], an extensive review about the state of research is given in [33, 34]). The neuron is modeled as an electrical RC-circuit consisting of i) a capacitor with capacitance \( C_m \) representing the charge separating membrane with the potential difference \( \Delta V(t) \) interpreted as membrane potential, ii) parallel to the conductance a resistor with leak conductance \( g_L \) rep-
resenting the passive open ion channels and iii) a battery generating a potential difference equal to the resting potential $V_{rest}$ representing the electromotive force due to diffusion currents of ions, cf. section 2.1. An external current models the inputs and charges the capacitor. Taken together, the subthreshold dynamics is governed by

$$C_m \frac{dV(t)}{dt} = g_L (V_{rest} - V(t)) + I_e(t). \quad (2.1)$$

When the potential difference at the capacitor reaches a certain threshold $\Theta_U$, the generation of an action potential is postulated and the capacitor is reset to a reset potential $V_r < \Theta_U$. (The index $U$ at the threshold is introduced for consistency with the phase oscillator representation, see ch. 3.2.) The battery can be omitted by interpreting the capacitance’s potential as the potential $V(t) - V_{rest}$ relative to the resting potential which is equivalent to setting $V_{rest} = 0$. Despite its simplicity, this model reproduces aspects of the response properties of real neurons to constant current injection and to fluctuating inputs with not too high frequencies fairly well ([48] p. 165, [162, 140]).

The leaky-integrate-and-fire neuron is characterized by its leak current dependency, the $I-V$ curve $I(V) = g_L (V_{rest} - V)$. Improved models introduce different leak current dependencies. An important example is the quadratic integrate-and-fire (QIF) model, which has the normal form of the saddle node bifurcation and describes the behavior of higher models near such a bifurcation,

$$C_m \frac{dV(t)}{dt} = \frac{g_L}{2\Delta_T} (V(t) - V_T)^2 - I_T + I_e(t), \quad (2.2)$$

where $V_T$ the threshold potential, at which the $I-V$ curve gets positive slope, $I_T$ is the threshold current (and bifurcation parameter) above which tonic firing occurs, $\Delta_T$ is a parameter characterizing the inverse curvature of the $I-V$ curve at $V_T$ ([57, 140, 90]. Another model is the exponential integrate-and-fire model which adds the spike generating current $g_L \Delta_T \exp((V - V_T)/\Delta_T)$, where the parameters have the same meaning as in the QIF model, to the $I-V$ curve of the LIF neuron [64]. In the quadratic and exponential integrate-and-fire models, $V(t)$ can escape to infinity in finite time, the upstroke corresponds to the upstroke of the action potential. It is often sensible to put a finite spike cutoff $\Theta_U$ past which the neuron is reset since infinite voltages have no physical meaning and it can simplify considerations. Further improved models include refractory periods, dynamic thresholds or time constants (see, e.g., [1, 72, 29, 64, 72, 100]).

In most of this thesis, we will deal with Mirollo-Strogatz phase oscillators covering an entire class of integrate-and-fire models including oscillatory leaky integrate-and-fire and quadratic or exponential integrate-and-fire neurons with spike cutoff. In chapters 7 and 8, we concentrate on leaky integrate-and-fire neurons.
2.5 Models of synaptic interaction

We consider standard models of fully reliable synapses without plasticity.\(^{11}\) While the neurotransmitter it is in the cleft, the fast postsynaptic receptor channels open at a high constant rate.\(^{12}\) After removal, they close with lower rate \(1/\tau_s\). There is thus first a rapid exponential increase and thereafter a slower exponential decay of the channel open probability and therewith of the conductance due to the receptor channels. Often, the time of conductance increase is negligible and thus the number of open channels and therewith the conductance is proportional to a single exponential function \(\exp(-t/\tau_s)\). If the rise time is not negligible, the synaptic conductance can be described by the difference of two exponentials, a triangular pulse or by an alpha function to model dendritic filtering effects (cf. [192], p. 97ff, [91], p. 46ff, [48], p. 182ff). We now consider one type of ions, and channels which are permeable for these ions (cf. [104], p. 89ff). Due to the different ionic concentrations (different chemical potentials) inside and outside the cell, the diffusion of ions through open channels leads to a charge separation. This charge separation is the source of an electromotive force. An electromotive force generated by a difference in the chemical potential is just a battery. So, a population of ionic channels can be modeled as a battery in series with a conductance \(\tilde{g}_i(t)\) due to the open channels. \(\tilde{g}_i(t)\) is proportional to the fraction of open channels, so if the channels were activated at time \(t = 0\), we have

\[
\tilde{g}_i(t) = \tilde{g}_{i,\text{max}} \exp(-t/\tau_s),
\]

where \(\tilde{g}_{i,\text{max}}\) is the maximal conductivity due to ion \(i\). The ionic current through the channels stop when the electrical and chemical driving forces are equal, i.e. when the membrane potential equals the potential \(E_i\) generated by the battery. \(E_i\) is called the reversal potential of the ions \(i\). From Ohms law we derive the ionic current through the channels due to ion \(i\) as

\[
I_i(t) = \tilde{g}_i(t)(E_i - V(t)).
\]

2.6 Networks of leaky integrate-and-fire neurons

We now consider networks of \(N \in \mathbb{N}\) neurons with arbitrary connectivity. Taking together the results Eqs. (2.1, 2.4) from sections 2.4 and 2.5 yields the conductance based single compartment leaky integrate-and-fire neuron model, for a neuron \(l \in \{1, \ldots, N\}\),

\[
C_m \frac{dV_l(t)}{dt} = g_L(V_{\text{rest}} - V_l(t)) + \sum_i \tilde{g}_{i,l}(t)(E_i - V_l(t)),
\]

\(^{11}\)A model for synapses with short term plasticity has been introduced in [189] and the implications of the networks dynamics were studied in a series of subsequent articles (see, e.g., [111]).

\(^{12}\)Also in ligand gated channels there are usually a number of closed and open states which can cause additional delays and shape the post-synaptic current [86, 51].
where the unspecified external current has been replaced by the synaptic input currents. The sum over $i$ is over the various channel types and the various ions, and the values of $C_m$, $g_L$, $V_{\text{rest}}$ are neuron specific. For simplicity, we will assume that each channel is selective for one ion type in the following. Further, we collect multiple synaptic couplings a neuron sometimes forms with another neuron into one, assuming that the transmission delay is identical. After division by the leak conductance $g_L$, we get

$$\tau_{\text{mem}} \frac{dV_i(t)}{dt} = V_{\text{rest}} - V_i(t) + \sum_i g_{li}(t)(E_i - V_i(t)), \quad (2.6)$$

where $g_{li}(t) = \frac{\tilde{g}_{li}(t)}{g_L}$ is the conductance of channels $i$ in units of the resting membrane conductance. $\tau_{\text{mem}}$, the membrane time constant, is the time constant of the RC-circuit described by Eq. (2.1) and yields the typical time scale for changes in $V_i(t)$. Neglecting the membrane potential dependence of the synaptic input currents yields the current based single compartment leaky integrate-and-fire neuron model

$$\tau_{\text{mem}} \frac{dV_i(t)}{dt} = V_{\text{rest}} - V_i(t) + \sum_i g_{li}(t)(E_i - V_{\text{rest}}). \quad (2.7)$$

Networks of current and conductance based neurons can generate quite different network dynamics [201]. If we use synapses as given by Eq. (2.3), the interactions between neurons in the network are specified by the rule that on arrival of a spike from another neuron $k$ at time $\theta$, the conductance jumps according to

$$g_{li}(\theta) = g_{li}(\theta^-) + \Delta g_{lki}, \quad (2.8)$$

with coupling strength $\Delta g_{lki}$ which describes the activation of the channels $i$ at neuron $l$ due to a spike from neuron $k$. The dynamics between arrivals of spikes can be written as differential equation

$$\tau_{s,i} \frac{dg_{li}(t)}{dt} = -g_{li}(t), \quad (2.9)$$

with the decay time $\tau_{s,i}$ of the synaptic current for channels $i$. Due to the synaptic transmission delay, a spike sent at time $\tau^*$ arrives at the postsynaptic neurons some time later, at $\theta = \tau^* + \tau_k$, where $\tau_k$ is the delay of the coupling from neuron $k$ to neuron $l$.

A further approximation (cf., e.g., [33] for a review) neglects the time course of the synaptic current and assumes that the entire charge is deposited in infinitesimal time. In the current based synapse with single exponential time course, Eq. (2.3), the charge deposited by a single spike due to channels $i$ is $\Delta g_{lki} \tau_{s,i}(E_i - V_{\text{rest}})$ so that the conductance of the synapse with infinitesimal time course is

$$g_{li}(t) = \Delta g_{lki} \tau_{s,i} \delta(t - \theta). \quad (2.10)$$
This leads to a jump in the membrane potential at $\theta$

$$V_l(\theta^-) \rightarrow V_l(\theta) = V_l(\theta^-) + \sum_i \Delta g_{li} \frac{\tau_{m,i}}{\tau_m} (E_i - V_{\text{rest}})$$

$$=: V_l(\theta^-) + \varepsilon_{lk}, \quad (2.11)$$

where we used that we do not need to distinguish the different channels activated by a spike from neuron $k$ anymore but can express the action of neuron $k$ on neuron $l$ by a single coupling strength $\varepsilon_{lk}$. For the conductance based model, the charge depends on the membrane potential of the neuron. Here, a rule similar to Eq. (2.11) can be introduced,

$$V_l(\theta^-) \rightarrow V_l(\theta) = V_l(\theta^-) + \frac{(E_i - V_l(\theta^-))}{(E_i - V_{\text{rest}})} \varepsilon_{lk}, \quad (2.12)$$

where channels with different reversal potentials have still to be distinguished.\(^{13}\)

### 2.7 Systems with impulse effect

Neural networks containing synapses with infinitesimal course are typical examples for hybrid systems, or more precisely, systems with impulse effect. This is also true for networks with synapses with finite time course, even if the time course of the post-synaptic current is smooth, because the synaptic delay make re-orderings of the variables at spike sendings and receiving necessary to keep the phase space finite dimensional and an instantaneous reset may introduce further discontinuities [14]. Hybrid dynamical systems combine continuous dynamics, defined e.g. by a set of differential equations, with discrete dynamics, such as switching between different sets of dynamical equations in switching systems, or jumping and reset of states in systems with impulse effect [167, 19]. Systems with impulse effect naturally occur in models where the timescale of some interactions is negligible, examples are found e.g. in mechanics (billiards, clockworks, separation of a stage of a rocket), theoretical biology (sudden exterior changes in a population), in control theory (impulse control) or in theoretical physics (neural networks). Networks with synapses of the type Eq. (2.10) are autonomous systems with impulse effect which can be described by equations

\[
\frac{dx(t)}{dt} = f(x(t)), \quad x(t) \in \Omega \setminus M, \quad (2.13)
\]

\[
x(t) = I(x(t^\tau)), \quad x(t^\tau) \in M, \quad (2.14)
\]

\(^{13}\)We note that an expression of the kind $dV(t)/dt = f(V(t)) + V(t)\varepsilon(t)$ as appearing in the conductance based case is strictly speaking undefined, because the delta distribution is given on the space of continuous functions and $V(t)$ will not be continuous at $t = 0$. It can be given sense by rewriting the equation as $\ln V(t)/dt = f(V(t))/V(t) + \varepsilon(t)$, by formally integrating from $0^-$ to $0^+$, where the integral over the bounded function $f(V(t))/V(t)$ vanishes in the limit, and by concluding $\ln V(0^+) - \ln V(0^-) = \varepsilon$ or $V(0^+) = V(0^-)e^\varepsilon$, where $\varepsilon = \ln(\varepsilon)$, cf. [99, 177].
where \( f : \Omega \setminus M \to \mathbb{R}^n, I : M \to N, \) with \( n \)-dimensional phase space \( \Omega \) and \( M, N \subset \Omega \) (class three in \([19, \text{p. 21; 27}]\)). Between hits of the trajectory \( x(t) \) on the set \( M \), it follows the smooth time evolution given by the differential equation (2.13), this corresponds to the time evolution of the neural network between spike sendings or spike arrivals. \( \) When the trajectory hits the set \( M \) at times \( t_n \), \( \) e.g. when a neuron reaches the threshold or a spike reaches the end of its run time given by the delay of the coupling, some jump event occurs.

We now introduce the notions of stability, attractivity and asymptotic stability (see, e.g., [97, p. 53] for smooth dynamical systems) in hybrid dynamical systems.

We note that the notions are not appropriate to describe certain phenomena such as unstable attractors (cf. \([177]\)). In systems with impulse effect, we face the complication that even for trajectories staying near each other for most of the time, if the jump or event times \( t_n \) in one and \( t'_n \) in the other trajectory are not identical, there can be a macroscopic deviation within the interval \( (\min(t_n, t'_n), \max(t_n, t'_n)) \) where in one trajectory the event has already occurred, while in the other trajectory it has not. \( \) This leads to the following definitions of stability which allow for macroscopic deviations in arbitrarily small environments around the event times \( t_n \) (cf. \([19, \text{p. 60}]\)). Let \( \varphi(t) \) be a solution of the dynamical equations (2.13) and (2.14) that hits \( M \) at times \( t_n, n \in \mathbb{N} \). Further, let \( x_0 \in \Omega \) be a point in phase space and \( x(t; t_0, x_0), t \in \mathbb{R} \) a solution of the dynamical equations (2.13) and (2.14) that assumes at time \( t_0 \) the value \( x_0 \).

\( \) (i) Stability. A solution \( \varphi(t) \) is stable if for all \( \eta > 0 \), for all \( \epsilon > 0 \) and for all \( t_0 > 0 \) with \( |t_0 - t_n| > \eta \), there is a \( \delta > 0 \) so that for all \( x_0 \) with \( |x_0 - \varphi(t_0)| < \delta \),

\[
|x(t; t_0, x_0) - \varphi(t)| < \epsilon \quad \text{for all } t \text{ with } t \geq 0 \wedge \forall_n |t - t_n| > \eta.
\]

\( \) (ii) Attractivity. A solution \( \varphi(t) \) is attractive if for all \( \eta > 0 \) and for all \( t_0 > 0 \) with \( |t_0 - t_n| > \eta \), there is a \( \delta > 0 \) so that for all \( \epsilon > 0 \) : For all \( x_0 \) with \( |x_0 - \varphi(t_0)| < \delta \) there is a \( D > 0 \), so that

\[
|x(t; t_0, x_0) - \varphi(t)| < \epsilon \quad \text{for all } t \text{ with } t \geq D \wedge \forall_n |t - t_n| > \eta.
\]

\( \) (iii) Asymptotic stability. A solution is asymptotically stable if it is stable and attractive.

\( \) (iv) Instability. A solution \( \varphi(t) \) is unstable if there is a \( \epsilon > 0 \), a \( \eta > 0 \) and a \( t_0 > 0 \) with \( |t_0 - t_n| > \eta \) so that for all \( \delta > 0 \), there is a \( x_0 \in \Omega \) with \( |x_0 - \varphi(t_0)| < \delta \),

\[
|x(t; t_0, x_0) - \varphi(t)| \geq \epsilon \quad \text{for some } t \text{ with } t \geq 0 \wedge \forall_n |t - t_n| > \eta.
\]

Since we consider time translation invariant systems, we will consider the dynamics as stable or asymptotically stable also if it converges to some equivalent dynamics which is shifted in time, and unstable only if it departs from all equivalent dynamics (cf. also \([19, \text{p. 124}])\). As for smooth dynamical systems, stability of trajectories can be established by considering the smooth Poincaré-map and its linearization \([177, 75]\), we will however often chose a direct nonlinear proof of stability or instability.
2.8 Some notions from graph theory

A neural network has the structure of a weighted directed graph, where the nodes are the neurons, the directed edges are the directed synaptic connections from one neuron to another and the weights are the coupling strengths. We introduce some basic concepts from the theory of graphs and directed graphs [20, 41, 102].

A graph $G = (V, E)$ is a pair consisting of a non-empty finite set $V$ of elements called nodes or vertices and a finite set $E$ of two element subsets, pairs of elements of $V$ called edges. We label the vertices of a graph or the neurons in the network by natural numbers so that $V = \{1, \ldots, N\}$ with $N = |V|$. In a directed graph, the set $E$ consists of ordered pairs of elements of $V$, also often called arcs to distinguish the directed from undirected case. One can further introduce a weighting function $c : E \to \mathbb{R}$ on the edges of the graph. The triple $(V, E, c)$ is called a weighted graph. Since a graph can be considered as a special digraph, where to any edge $e_{ij} = (i, j)$, from $i$ to $j$, $i \neq j$, $i, j \in V$, there is also an edge $e_{ji} = (j, i)$, we consider only digraphs in the following. The definitions allows digraphs to have edges starting and ending at the same vertex, but it does not allow parallel edges, i.e., multiple edges with the same start- and end-vertex, which matches the neural network structure because we collected multiple synaptic couplings from one neuron to another in a single coupling.\footnote{When parallel arcs and edges are allowed, one speaks of pseudographs.}

The coupling matrix of our network is the matrix $\mathbf{c}$ with $c_{ij} = c((i, j))$ if $(i, j) \in E$ and $c_{ij} = 0$ otherwise. We call the set of neurons $\text{Pre}(j) = \{ i | (i, j) \in E \} = \{ i | c_{ij} \neq 0 \}$ having a connection to neuron $j$ the set of presynaptic neurons of $j$ and the set $\text{Post}(j) = \{ i | (j, i) \in E \} = \{ i | c_{ij} \neq 0 \}$ the set of postsynaptic neurons of $j$.

We are often interested only in the presence or absence of a coupling and not in the particular weight. Indeed, the definitions for distance and diameter for a weighted graph are not suitable for our purposes.\footnote{The weight of a subgraph is the sum over the coupling weights, and the distance is defined via the minimum weight of all paths between two vertices. While this definition is sensible e.g. for the traveling salesman problem, the sum over the couplings of a subgraph has no obvious meaning in interacting neural networks.}

We thus give the following definitions for unweighted graphs. A subgraph $G' = (V', E')$ of $G = (V, E)$ is a graph with $V' \subset V$ and $E' \subset E[V']$, where $E[V']$ denotes the subset of edges in $E$ whose endpoints lie in $V'$. For neural networks, we use the term subnetwork in the same sense. Now, consider a special subgraph with $L + 1 = |V'|$ vertices, where the $L$ elements of $E'$ have the structure $e_k = (i_{k-1}, i_k)$ for $k = 1, \ldots, L$ with $i_0, \ldots, i_L \in V'$ and $i_k \neq i_{k'}$ for $k \neq k'$. Such a subgraph is called a path of length $L$ from $i_0$ to $i_L$. The distance $d(i, j)$ from vertex $i$ to vertex $j$ is the length of the shortest path from $i$ to $j$ and the diameter of a graph is the maximal distance from one vertex to another, $\text{diam}(G) = \max_{ij} d(i, j)$. If there is no path one defines $d(i, j) = \infty$.

A directed graph is called strongly connected if the distance from any vertex $i$ to any other vertex $j$ is smaller than infinity, $d(i, j) < \infty$, which is equivalent to $\text{diam}(G) < \infty$. If a network is strongly connected, then the coupling matrix is
irreducible, i.e. there is no permutation or renumbering of vertices, that brings the coupling matrix into the form \( \varepsilon = \begin{pmatrix} X & 0 \\ Y & Z \end{pmatrix} \) with square matrices \( X, Z \). This property reflects the fact that each subnetwork at least indirectly influences all other subnetworks and is influenced by them. Further, the property of irreducibility allows conclusions on the eigenvalues of the matrix \([125]\).

2.9 Markov chains

In this section, we introduce the concept of discrete time Markov chains and stochastic matrices (cf., e.g., [144]) as needed in chapter 7. Let the state space \( I \) be a countable set, where each \( i \in I \) is a state. In our applications, \( i \) will be the size of a synchronous group, and \( I \) will be the set of natural numbers \( \{1, \ldots, N\} \), where \( N \) is the network size. A sequence \( \lambda = (\lambda_i)_{i \in I} \) with elements \( 0 \leq \lambda_i < \infty \) is called a distribution if it is normalized to one, \( \sum_{i \in I} \lambda_i = 1 \). Similarly, a matrix \( W \) with elements \( w_{ij} \), \( i, j \in I \) is called stochastic if \( 0 \leq w_{ij} < \infty \) and every row is normalized \( \sum_{j \in I} w_{ij} = 1 \). Let \( (\Omega, \mathcal{F}, P) \) be a probability space, i.e. \( \Omega \) is a set, \( \mathcal{F} \) a \( \sigma \)-Algebra on this set, and \( P \) probability measure on \( \mathcal{F} \). Further define \( (X_n)_{n \in \mathbb{N}} \), a family of random variables on \( (\Omega, \mathcal{F}, P) \) with values in the measurable space \( I \) endowed with the natural \( \sigma \)-Algebra, the power set of \( I \). The quadruple \( (\Omega, \mathcal{F}, P, (X_n)_{n \in \mathbb{N}}) \) is a stochastic process. Let \( \lambda \) be a distribution. Then, \( (\Omega, \mathcal{F}, P, (X_n)_{n \in \mathbb{N}}) \) is called a Markov chain with initial distribution \( \lambda \) if (i) \( P(X_0 = i) = \lambda_i \) for \( i \in I \) and (ii) for the conditional probabilities \( P(X_{n+1} = i_{n+1}|X_n = i_n, \ldots, X_0 = i_0) = P(X_{n+1} = i_{n+1}|X_n = i_n) \) holds, for all \( i_0, \ldots, i_{n+1} \in I \). The latter condition implies that the state at \( n + 1 \) only depends on \( n \) and on the state at \( n \) but not on the states before. If \( P(X_{n+1} = i_{n+1}|X_n = i_n) \) is independent of \( n \), the Markov chain is called homogeneous. Via \( p_{ij} = P(X_{n+1} = j|X_n = i) \) the transition probabilities \( P(X_{n+1} = j|X_n = i) \) of a homogeneous Markov chain yield a stochastic matrix with entries \( p_{ij} \), the transition matrix. Vice versa, if \( W \) is a stochastic matrix, and \( \lambda \) a distribution, then there is a a homogeneous Markov chain with \( W \) as transition matrix and \( \lambda \) as initial distribution.

2.10 Diffusion approximation

We now consider stationary neural activity. As mentioned above, the neural network is sparse and the number of synapses a neuron receives is large (of the order of \( 10^4 \)). Thus, we assume that the temporal correlations of the inputs to each neuron are sufficiently small and consider the limiting case of uncorrelated synaptic inputs (cf., however, sec. 2.3). Further, the activity of a neuron is generated by many small inputs which sum up to a Gaussian distributed total input when integrated over small times as a consequence of the negligible correlation of the inputs and the central limit theorem. We assume that all inputs have Poissonian statistics (cf. sec. 2.3) and therefore also superpose to an input spike train with Poissonian
statistics.\(^{16}\)

We concentrate on a current based network of leaky integrate-and-fire neurons with synapses of infinitesimal time course (δ-coupling) following [31, 30] to derive the results needed later. Multiplying Eqs. (2.7, 2.10) by \(\gamma = 1/\tau_{\text{mem}}\) and setting \(V_{\text{rest}} = 0\) leads together with Eq. 2.11 to

\[
\frac{dV_i(t)}{dt} = -\gamma V_i + \sum_{j=1}^{N} \sum_{k \in \mathbb{Z}} \varepsilon_{ij} \delta(t - t_{jk} - \tau_{ij}),
\]

where \(\varepsilon_{ij}\) is the coupling strength from neuron \(j\) to neuron \(i\), \(t_{jk}\) is the time when neuron \(j\) sends its \(k\)th spike and \(\tau_{ij}\) is the delay of the coupling from neuron \(j\) to neuron \(i\). For simplicity of presentation, we assume that all neurons are identical and each excitatory coupling and each inhibitory coupling has the same value, \(\varepsilon_{\text{ex}} > 0\) and \(\varepsilon_{\text{in}} < 0\) respectively, and we consider additional external excitatory spike trains with frequency \(\nu_{\text{ext}}\) and the same coupling strength \(\varepsilon_{\text{ex}}\) as the internal connections. Each neuron has \(C_{\text{ex}}\) excitatory, \(C_{\text{in}}\) inhibitory inputs from the network and \(C_{\text{ext}}\) external inputs where the external neurons fire with frequency \(\nu_{\text{ext}}\). Neurons within the network fire with frequency \(\nu\). Assuming the abovementioned idealized input properties, the absence of filtering or influence of the membrane potential allows us to model the input current directly by a constant current together with additive Gaussian white noise.\(^{17}\) For very small input amplitudes and high input frequencies, Eq. (2.18) can be approximated by the Langevin equation

\[
\frac{dV_i(t)}{dt} = -\gamma V_i(t) + \mu_i + \sigma_i \eta_i(t),
\]

where \(\mu_i\) is the constant current and \(\eta_i(t)\) is a Gaussian white noise with \(\langle \eta_i(t) \rangle = 0\) and \(\langle \eta_i(t) \eta_i(t') \rangle = \delta(t-t')\). Formally integrating \(\sigma_i \eta_i(t)\) over time yields a Wiener process \(W_i(t) = \sigma_i \int_0^t \eta(s) ds\) with \(W_i(t) \sim \mathcal{N}(0, \sigma_i^2 t)\), where \(\mathcal{N}(0, \sigma_i^2 t)\) is the Gaussian distribution centered at zero with variance \(\sigma_i^2 t\). We assumed that each of the input spike trains is Poissonian, so we can collect them into three Poissonian spike trains, an excitatory, and inhibitory and an external spike train. The number of inputs in these trains up to a time \(t\) is Poissonian distributed with expected number of inputs \(C_{\text{ex}} \nu t, C_{\text{in}} \nu t, C_{\text{ext}} \nu_{\text{ext}} t\) and variance \(C_{\text{ex}} \nu t, C_{\text{in}} \nu t, C_{\text{ext}} \nu_{\text{ext}} t\). Thus, the input strengths summed up to time \(t\) by each of the trains are distributed with mean \(C_{\text{ex}} \varepsilon_{\text{ex}} \nu t, C_{\text{in}} \varepsilon_{\text{in}} \nu t, C_{\text{ext}} \varepsilon_{\text{ex}} \nu_{\text{ext}} t\) and variance \(C_{\text{ex}} \varepsilon_{\text{ex}}^2 \nu t, C_{\text{in}} \varepsilon_{\text{in}}^2 \nu t, C_{\text{ext}} \varepsilon_{\text{ex}}^2 \nu_{\text{ext}} t\). This distribution is approximated (and matched in the limit of infinitely many infinitesimal inputs) by the Gaussian distribution \(\mathcal{N}(\mu_t, \sigma_t^2)\) of the Wiener process \(W_i(t)\) finite dimensional distribution at time \(t\), \(\mathcal{N}(0, \sigma_t^2)\), together with the constant drift \(\mu_t\), \(\mu_i\) and \(\sigma_i^2\), equal the mean and variance of the input strengths

\(^{16}\)For non-Poissonian processes, the superposition is in general not a Poissonian process, although the inter-spike-interval distribution becomes exponential [110, 40].

\(^{17}\)The model can be adapted for the conductance based models and to the presence of synaptic filtering, the subsequent analysis however becomes more involved (cf. [33] and references therein).
distribution per time which is

\[ \mu_i = C_{E_i} \xi_{E} \nu + C_{I_i} \xi_{I} \nu + C_{ext} \xi_{E_{ext}}, \quad (2.20) \]

\[ \sigma_i^2 = C_{E_i} \xi_{E}^2 \nu + C_{I_i} \xi_{I}^2 \nu + C_{ext} \xi_{E_{ext}}^2, \quad (2.21) \]

since the three input trains are uncorrelated.

White noise \( \eta \) is not a random process in the classical theory of random processes but a random distribution, because its values are almost everywhere infinitely large and uncorrelated. Formally integrating Eq. (2.19) and using \( W(t) = \int_0^t \eta(s) ds \), yields the well defined stochastic differential equation

\[ dV(t) = -\gamma V(t) dt + \mu dt + \sigma dW(t) \quad (2.22) \]

where no neuron index \( i \) is necessary since the considerations are identical for each neuron. The solution for the stochastic differential equation Eq. (2.22) is the Ornstein-Uhlenbeck process [194]. In addition to the stochastic differential equation, we have the condition that \( V(t) \) is reset to zero when it reaches the threshold \( \Theta_U \). Due to this boundary hitting reset, the model is often denoted as hybrid stochastic model [155]. It can be analyzed analogously to an ordinary stochastic model using the Fokker-Planck formalism with appropriate boundary conditions [31, 30].

Let \( P(V, t) \) be the probability density (often also called probability distribution in physical literature) of the membrane potentials in the limit \( N \to \infty \). The Fokker-Planck equation is the continuity equation of the probability density,

\[ \frac{\partial P(V, t)}{\partial t} = -\frac{\partial S(V, t)}{\partial V}, \quad (2.23) \]

where \( S(V, t) \) is the probability current through \( V \) at time \( t \) as determined by Eq. (2.22),

\[ S(V, t) = (-\gamma V + \mu)P(V, t) - \frac{\sigma^2}{2} \frac{\partial}{\partial V} P(V, t), \quad (2.24) \]

with the drift \((-\gamma V + \mu)P(V, t)\) and the diffusion current in the direction of the negative gradient \(-\frac{\partial}{\partial V} P(V, t)\) (see, e.g., [165], p. 72). We now have to consider the boundary conditions at \(-\infty\), at the threshold \( \Theta_U \) and at the reset potential \( V_r \). For \( V \to -\infty \) to ensure integrability of \( P(V, t) \), the boundary conditions are

\[ \lim_{V \to -\infty} P(V, t) = 0, \quad \lim_{V \to -\infty} V P(V, t) = 0. \quad (2.25) \]

Since the diffusion current drives the neurons over the threshold, but cannot drive it to flow back, the probability density at the threshold is zero,

\[ P(\Theta_U, t) = 0, \quad (2.26) \]

while the probability current over the threshold equals the number of neurons firing per time,

\[ S(\Theta_U, t) = \nu \Leftrightarrow \frac{\partial}{\partial V} P(V, t) = -\frac{2}{\sigma^2} \nu. \quad (2.27) \]
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Finally, \( P(V, t) \) has to be continuous at the reset potential \( V_r \), while \( S(V, t) \) has to change about \( S(\Theta_U, t) \), the number of neurons passing the threshold per time and being reset,

\[
S(V_r^+, t) - S(V_r^-, t) = \nu \Leftrightarrow \frac{\partial}{\partial V} P(V_r^+, t) - \frac{\partial}{\partial V} P(V_r^-, t) = -\frac{2}{\sigma^2} \nu. \tag{2.28}
\]

Following refs. [31, 30], we derive stationary, normalized solutions \( P(V, t) = P(V) \) of Eq. (2.23) with boundary conditions (2.25-2.28) by first observing that Eq. (2.23) implies \( S(V) = \text{const} \) except at \( V = V_r \), because there are no additional sinks or sources. The boundary conditions (2.27, 2.28) are fulfilled if \( S(V) = 0 \) on \((-\infty, V_r)\) and \( S(V) = \nu \) on \( (V_r, \Theta_U] \). This yields together with Eq. (2.24) ordinary differential equations which are solved using the remaining boundary conditions and written as one solution for \( P(V) \) on \((-\infty, \Theta_U)\),

\[
P(V) = \frac{2\nu}{\sigma^2} \exp \left( -\frac{(\gamma V - \mu)^2}{\gamma \sigma^2} \right) \int_{V_r}^{\Theta_U} \Theta(s - V_r) \exp \left( \frac{(\gamma s - \mu)^2}{\gamma \sigma^2} \right) ds, \tag{2.29}
\]

where \( \Theta(s - V_r) \) is the Heaviside step function. The normalization condition

\[
\int_{-\infty}^{\Theta_U} P(V) dV = 1 \tag{2.30}
\]

yields a self-consistency condition determining the frequency \( \nu \) of the neurons. Introducing the error function \( \text{erf}(u) = \frac{2}{\sqrt{\pi}} \int_0^u \exp(-t^2) dt \), it can be rewritten as

\[
1 = \nu \sqrt{\pi} \gamma \int_{-\infty}^{\Theta_U} \exp(u^2)(1 + \text{erf}(u)) du, \tag{2.31}
\]

which allows numerical solution for \( \nu \). Since \( \nu \) is the the only free parameter \( P(V) \) depends on, \( P(V) \) is fully determined.
Chapter 3

Mirollo-Strogatz neurons

In chapters 4-6 we use the Mirollo-Strogatz phase oscillator model. In this model, the state of the neuron is given by a phase $\phi(t)$ which increases linearly during free time evolution, while the interactions are nonlinear. This linearization of the free dynamics simplifies the analytical description. Further, the general framework allows to treat entire classes of models in one formalism and also allows for simple and fast event based numerical simulations. Due to these advantages, the model has been used in a number of studies about synchronization properties [136, 182], stability of the synchronous and near synchronous state [177, 50], the influence of delay on the network dynamics [58, 59], chaotic dynamics [209] and unstable attractors [180, 181]. We note that the class of models considered was also suggested to describe other natural systems ranging from earthquakes over flashing fireflies to chirping crickets [32, 85, 113].

3.1 Networks of oscillating neurons

The current based networks of leaky integrate-and-fire neurons and of quadratic or exponential integrate-and-fire models with spike cutoff as introduced in section 2.4 are contained in a class of models described by the differential equation

$$\frac{dV_i(t)}{dt} = f_i(V_i(t)) + S_i(t), \quad (3.1)$$

with reset potential at

$$V_i^r = 0. \quad (3.2)$$

Indeed, also some conductance based and more general models given by differential equations of the form

$$\frac{dV_i(t)}{dt} = A(V_i(t)) + B(V_i(t))S_i(t), \quad (3.3)$$
where \( A, B \) in general depend on \( l \), can be brought into the form Eq. (3.1) by a transformation of variables

\[
V(t) = \int_0^{V(t)} B(v)^{-1} dv
\]  

(3.4)

possible under weak conditions on \( A(V), B(V) \) \cite{195, 177, 181}. This leads to a differential equation

\[
\frac{dV(t)}{dt} = A(V(t)) + S(t),
\]  

(3.5)

where \( A(V) := A(V(V))/B(V(V)) \). \( V(V) \) is given by solving Eq. (3.4) for \( V \) and the threshold \( \Theta_{U,l} \) has to be transformed into \( \Theta_{U,l} := \mathbb{E}^{\Theta_{U,l}} B(v)^{-1} dv \)

We will now model the fast synaptic dynamics by pulses with negligible time course (2.10) and the slow, e.g. NMDA, currents as summing up to a constant input current. A constant input current may also arise from an external source or from faster inputs where the fluctuations are negligible. The explicit interactions between the neurons in the network are then given by

\[
S_l(t) = \sum_{k=1}^{N} \sum_{n \in \mathbb{Z}} \varepsilon_{lk} \delta(t - \tau_{kn} - \tau_{nk}),
\]  

(3.6)

where \( \varepsilon_{lk} \) is the coupling strength from neuron \( k \) to neuron \( l \), \( \tau_{kn} \) is the time when neuron \( k \) sends its \( n \)th spike and \( \tau_{nk} \) is the delay of the coupling from neuron \( k \) to neuron \( l \). If \( V_l(t) \) reaches the threshold \( \Theta_{U,l} \), the neuron is reset to the reset potential \( V_r < \Theta_{U,l} \). An input prolongs the time to next firing of neuron \( l \) if \( \varepsilon_{lk} < 0 \) (inhibitory coupling from \( k \) to \( l \)), it leaves it unchanged if there is no coupling, \( \varepsilon_{lk} = 0 \), and it excites the neuron to earlier firing if \( \varepsilon_{lk} > 0 \) (excitatory coupling from \( k \) to \( l \)). The constant current is included in \( f_l(V_l) \). We assume that \( f_l(V_l) \) satisfies

\[
f_l(V_l) > 0
\]  

(3.7)

for all \( V_l \leq \Theta_{U,l} \) i.e. that the neuron reaches the threshold also if there are no time dependent network inputs. If the neurons are not firing without explicit time dependent network input, the firing times are always at arrival times of spikes. Only at an arrival of an excitatory spike, the neuron can reach or exceed the threshold. This leads to a firing dynamics highly determined by the initial conditions, namely by the spikes sent and not received at time \( t = 0 \).

A too large inhibition could be inconsistent with a possible lower bound for \( V \) as present, e.g. for the leaky integrate-and-fire neuron with anomalous dissipation \( \gamma < 0 \) (sec. 3.4). This does not change the methods developed in the subsequent chapter 4 using the phase representation. For the stability analysis of the irregular network dynamics in inhibitory networks, chapter 6, we assume that the lower bound is small enough so that this case does not occur in the dynamics.
3.2 The Mirollo-Strogatz model

The dynamics of such a neuron can be equivalently described by a phase model proposed by Mirollo and Strogatz [136]. Here, the state of a neuron $l$ is characterized by a single phase-like variable $\phi_l(t)$. In the absence of interactions, the phases increase uniformly obeying

$$d\phi_l/dt = 1. \quad (3.8)$$

When $\phi_l$ reaches the phase threshold of neuron $l$ at time $t$, $\phi_l(t^-) = \Theta_l > 0$, it is reset,

$$\phi_l(t) = 0, \quad (3.9)$$

and a spike is emitted. The membrane potential is defined as $U_l(\phi_l(t))$ with the strictly monotonic increasing rise function $U_l$. We can connect this definition to the one given by Eq. (3.1) via the solution $\tilde{V}_l(t)$ of the free $S_l(t) \equiv 0$ dynamics that satisfies the initial condition

$$\tilde{V}_l(0) = 0. \quad (3.10)$$

We continue this solution $\tilde{V}_l$ as far as possible to a real interval $(B_l, T_{0,l}]$, i.e. to negative real arguments $t$ with infimum $B_l \in \mathbb{R} \cup \{-\infty\}$ and to positive real $t$ until $T_{0,l} \in \mathbb{R}_+$ where $T_{0,l}$ is the free period of neuron $l$,

$$\tilde{V}_l(T_{0,l}) = \Theta_{U,l}. \quad (3.11)$$
We define the phase threshold to equal the free period,
\[ \Theta_U := T_{0,U}, \tag{3.12} \]
the rise function \( U_l \) is then defined via the solution \( \tilde{V}_l \),
\[ U_l(\phi) := \tilde{V}_l(\phi), \tag{3.13} \]
where now \( \phi \in (B_l, \Theta_U) \). This definition together with Eq. (3.8), Eqs. (3.9, 3.2) and Eqs. (3.11, 3.12) implies that for \( V_l(0) = U_l(\phi_l(0)) \), the free dynamics satisfies
\[ V_l(t) = U_l(\phi_l(t)) \tag{3.14} \]
during free time evolution, when reaching the threshold and after reset, i.e. for all \( t \). We now translate the jump in the potential into a jump in the phases. We first note that since \( V_l(t) \) is strictly monotonically increasing in \( t \), this also holds for \( U_l(\phi) \) in \( \phi \), and the inverse \( U_l^{-1} \) exists on the interval \( (B_{U,l}, \Theta_{U,l}] \), where
\[ B_{U,l} := \lim_{\phi \searrow B_l} \tilde{V}_l(\phi), \tag{3.15} \]
\( B_{U,l} \in \mathbb{R} - \{ -\infty \} \). Suppose a spike sent by neuron \( k \) arrives at neuron \( l \) at time \( \theta \). We i) transform the phase before the interaction, \( \phi_l(\theta^-) \) into the potential before the interaction, \( V_l(\theta^-) = U_l(\phi_l(\theta^-)) \), then ii) add the potential jump, \( \varepsilon_{lk} \), \( V_l(\theta) = V_l(\theta^-) + \varepsilon_{lk} \), and finally iii) transform back to phase representation via \( U_l^{-1} \), \( \phi_l(\theta) = U_l^{-1}(V_l(\theta)) \). Taken together,
\[ \phi_l(\theta) = U_l^{-1}(U_l(\phi_l(\theta^-)) + \varepsilon_{lk}) = H_{\varepsilon_{lk}}^{(U)}(\phi_l(\theta^-)), \tag{3.16} \]
where we introduced the continuous transfer function
\[ H_{\varepsilon_{lk}}^{(U)}(\phi) := U_l^{-1}(U_l(\phi) + \varepsilon) \tag{3.17} \]
that is strictly monotonic increasing, both as a function of \( \varepsilon \) and of \( \phi \). If \( U_l(\phi) + \varepsilon > \Theta_{U,l} \) which is possible for \( \varepsilon > 0 \), we call the input supra-threshold, neuron \( l \) emits a spike and it is reset. We assume that \( U_l(\phi) + \varepsilon < B_{U,l} \) (possible only for \( \varepsilon < 0 \) and \( B_{U,l} \neq -\infty \)) does not occur in the spike dynamics considered. Supra-threshold input leads to immediate spiking and reset of the neuron. We thus extend the definition of the transfer function to
\[ H_{\varepsilon_{lk}}^{(U)}(\phi) = U_l^{-1}(U_l(\phi) + \varepsilon) \quad \text{for} \quad U_l(\phi) + \varepsilon < \Theta_{U,l}, \tag{3.18} \]
\[ H_{\varepsilon_{lk}}^{(U)}(\phi) = 0 \quad \text{for} \quad U_l(\phi) + \varepsilon \geq \Theta_{U,l}. \tag{3.19} \]
From the construction, equivalence, Eq. (3.14), between both phase and potential representations holds also in the system with interaction when the phase interaction is mediated by the transfer function, cf. Fig. 3.2. Throughout this thesis, we will assume that \( \phi_l(t) \) is piecewise linear so that in any finite interval there are only a finite number of spikes, i.e. there are no Zeno states [207].
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Figure 3.2: Comparison of potential representation (a,b) and phase representation (c,d). The free dynamics of (a) the potential $V_l(t)$ and (b) the phase $\phi_l(t)$ are periodic with period $T_{0, l}$. (b) Potential dynamics in response to an incoming excitatory spike at time $\theta$. (d) Phase dynamics in response to input has a jump with size given by (3.16).

3.3 Benefits of the Mirollo-Strogatz phase model

The advantages of the Mirollo-Strogatz phase representation originate from two facts:

(i) Sending and receiving of spikes are the only nonlinear events.

(ii) It is possible to study an entire class of models in one scheme.

Both facts simplify analytical considerations in chapters 4, 5 and 6. For our studies of the stability properties of the dynamics we can choose an event based framework and concentrate exclusively on the interaction points since distances between trajectories only change at these points. The Mirollo-Strogatz model allows to derive analytical results that are valid for the entire class of models.

Additionally, numerical simulations can be done using a simple event based algorithm. The algorithm is outlined as follows [58, 179, 176, 181]: We keep track of the “pseudo-spike times” [98] of a neuron $l$, the times $\Theta_l - \phi_l(t)$ remaining to the next hypothetical spike of neuron $l$ without interaction. Further, of the spike arrival times together with the neurons that sent the spike. In each step, the smallest pseudo-spike time is compared with the time remaining until the next spike arrives. If the next event is i) a spike sending event, the dynamics is linearly evolved to this event and the pseudo-spike times of the sending neurons are reset to $\Theta_l$. The newly sent spikes are stored in the spike list. If the next event is ii) a spike
receiving event, the dynamics is linearly evolved to this event and the pseudo-spike
times of the receiving neurons are actualized following Eq. (3.17). The received
spikes are deleted from the list.

3.4 Explicit examples

In this section we will derive the phase oscillator representation of several neural
models following the rules given in sec. 3.2. We start with the leaky integrate-and-
fire neuron, given by Eq. (2.1). As in sec. 2.10, we set $\gamma = 1/\tau_{\text{mem}}$ and introduce
a constant current $I_{\text{ext}}$ (cf. sec. 3.1). In the form Eq. (3.1) with $S(t) = 0$ and
$I = \gamma V_{\text{rest}} + I_{\text{ext}}/C_{m}$, Eq. (2.1) reads

$$\frac{dV}{dt} = -\gamma V + I,$$

so $f(V) = -\gamma V + I$. Solving the differential equation with initial conditions $\bar{V}(0) = 0$
and using Eq. (3.14) yields the rise function

$$U_{\text{IF}}(\phi) = \frac{I}{\gamma}(1-e^{-\gamma\phi}).$$

We extend the range of the inverse time constant $\gamma$ to the entire real axis, $\gamma \in \mathbb{R}$.
$\gamma$ specifies the dissipation in the system. For normal dissipation, $\gamma > 0$, $U_{\text{IF}}(\phi)$ is
concave, $U''_{\text{IF}}(\phi) < 0$, bounded above by $I/\gamma$ and it asymptotically approaches this
value for $\phi \to \infty$. Condition 3.7 implies that $I/\gamma > \Theta_U$ to have an intrinsically
oscillatory neuron. For $\gamma < 0$, $U_{\text{IF}}(\phi)$ is convex, $U''_{\text{IF}}(\phi) > 0$, and bounded below
by $I/\gamma < 0$. The membrane potential $U_{\text{IF}}(\phi)$ grows exponentially with $\phi$ so that,
except from $\Theta_U > V_c$, no condition is necessary to obtain a self-oscillatory neuron.
Without dissipation, $\gamma = 0$, the membrane potential dynamics of an isolated neuron
is linear and specified by $U_{\text{IF}}(\phi) = I\phi$. The phase threshold (3.12) for a particular
integrate-and-fire neuron $m$ is given by

$$\Theta_m = U_{\text{IF}}^{-1}(\Theta_U) = \frac{1}{\gamma_m} \ln \left( \frac{I_m}{I_m - \gamma_m \Theta_U} \right),$$

if the parameters are $I_m$ and $\gamma_m$; for $\gamma_m = 0$ we have $\Theta_m = \Theta_U/I$, the limit
$\gamma_m \to 0$ in (3.22).

For the conductance based leaky-integrate-and-fire neuron with purely inhibitory
coupling (and only one type of ions), we have

$$dV dt = -\gamma V + I + \frac{E_i - V}{E_i} S(t),$$

where $E_i < V_c = V_{\text{rest}} = 0$ and $V$ is bounded to $[E_i, \Theta_U]$. The steps described in
sec. 3.1 for the transformation of $\bar{V}(t)$ can be done explicitly (cf. [177]) giving

$$\bar{V}(V) = (-E_i) \left[ \ln(V - E_i) - \ln(-E_i) \right],$$
with \( \bar{V} \in (-\infty, \bar{V}(\Theta_U)] \), and the transformed differential equation reads

\[
\frac{d\bar{V}(t)}{dt} = [I + \gamma(-E_i)]\exp\left(-\frac{\bar{V}(t)}{-E_i}\right) - \gamma(-E_i). \tag{3.25}
\]

It can be solved by separation of variables to derive \( \bar{V}(t) \) and thus \( U_{\text{CoIF}} \) for the transformed system,

\[
U_{\text{CoIF}}(\phi) = (-E_i)\ln \left(1 + \frac{I}{\gamma(-E_i)} \left(1 - \exp(-\gamma\phi)\right)\right). \tag{3.26}
\]

The phase threshold for some neuron \( m \) is

\[
\Theta_m = U_m^{-1}(\bar{V}_m(\Theta_{U,m})) \nonumber = -\frac{1}{\gamma} \ln \left(\frac{\gamma(-E_i)}{I} \left(1 - \exp\left(\frac{\bar{V}_m(\Theta_{U,m})}{(-E_i)}\right)\right) + 1\right). \tag{3.27}
\]

For the quadratic integrate-and-fire neuron, with \( a = g_L/(2\Delta T C_m) \) and \( I = -I_T/C_m + I_{\text{ext}}/C_m \), Eq. 2.2 reads

\[
\frac{dV}{dt} = a(V - V_T)^2 + I.
\]

The construction of the neuron model implies \( V_c < V_T < \Theta_U \) which results in an oscillatory neuron if \( I > 0 \). The rise function can be computed to

\[
U_{\text{QIF}}(\phi) = V_T + \sqrt{\frac{I}{a}} \tan(\sqrt{a} I t + b), \tag{3.28}
\]

where \( b = -\arctan(\sqrt{a/I} V_T) \) fixed by \( \bar{V}(0) = 0 \) and the phase threshold for a neuron \( m \) reads

\[
\Theta_m = U_m^{-1}(\Theta_{U,m}) \nonumber = \frac{1}{\sqrt{Ia}} \left[\arctan\left(\sqrt{\frac{a}{I}} V_T\right) + \arctan\left(\sqrt{\frac{a}{I}} (\Theta_{U,m} - V_T)\right)\right]. \tag{3.29}
\]

Another interesting and analytically useful example are Mirollo-Strogatz biological oscillators introduced in [136]. We generalize the rise function to

\[
U_{\text{MS}}(\phi) = \frac{1}{b} \ln \left(1 + \frac{1}{a} \phi\right). \tag{3.30}
\]

where \( ab > 0 \). This corresponds to a differential equation

\[
\frac{dV}{dt} = \frac{1}{ab} \exp(-bV) \tag{3.31}
\]

for \( V \) (cf. Eq. 3.1). \( U_{\text{MS}}(\phi) \) is concave for \( a, b > 0 \) and convex for \( a, b < 0 \). In the former case, \( B = -a \), the domain of \( U_{\text{MS}} \) is \( \phi \in (-a, \infty) \), with \( U_{\text{MS}}(\phi) \to \infty \) as
\[ \phi \to \infty. \] If \( a, b < 0 \), the domain is \( \phi \in (-\infty, |a|) \), where \( U_{\text{MS}}(\phi) \to \infty \) as \( \phi \nearrow |a| \). Therefore, in both cases, the neuron is oscillating for any \( \Theta_U > V_c \). The threshold for the phase of a specific neuron \( m \) is given by

\[ \Theta_m = U_m^{-1}(\Theta_{U,m}) = a_m(\exp(b_m \Theta_{U,m}) - 1) \quad (3.32) \]

for parameters \( a_m, b_m \).

Interestingly, there is a direct relation between neural oscillators of leaky integrate-and-fire type and Miroollo-Strogatz biological oscillators: the rise function of a Miroollo-Strogatz biological oscillator is the inverse of the rise function of a leaky integrate-and-fire neuron [131]. For all \( x > -a \) we have

\[ U_{\text{MS}}(x) = \frac{1}{b} \ln \left( 1 + \frac{x}{a} \right) = -\frac{1}{\gamma} \ln \left( 1 - \frac{\gamma}{T} x \right) = U_{\text{IF}}^{-1}(x) \quad (3.33) \]

when setting \( b = -\gamma, a = -\gamma/T \). This can be directly verified by explicitly inverting \( U_{\text{IF}} \). It might be useful to establish such equivalences because the interaction function \( H \) (3.17) contains both, the rise function \( U \) and its inverse \( U^{-1} \).
Chapter 4

Designing complex neural networks

In this chapter we investigate the inverse problem to the relations between structure and dynamics of a complex spiking neural network: We determine the set of networks that exhibit an arbitrary predefined precise spiking dynamics.

Is it possible to modify the features of interactions so that a neural network gives rise to a given dynamics? We will assume that all neuron parameters \((U_m, \Theta_m)\) and delay times \(\tau_{ml}\) (cf. sec. 4.2) are given and fixed in a network; the task is to find networks with these given features that exhibit a desired pattern as an invariant dynamics. We present a method to analytically find the set of all networks as defined by the neurons' coupling strengths that exhibit a given pattern of spikes as an invariant solution. We explicitly carry the construction out for periodic patterns, but this restriction can be relieved by omitting the periodicity conditions. In the predefined pattern of spikes, all spike times of all the neurons are exactly specified, the pattern may be arbitrary long and have complicated temporal structure. However, very long patterns will usually not be realizable since they imply too many conditions which will in general be incompatible. It is further possible to store multiple patterns in one network, where the initial conditions of the dynamics decide which pattern will be recalled. The analysis presented is very general. We allow for inhomogeneous networks with different types of neurons, heterogeneously distributed delays and thresholds (and thus intrinsic neuron frequencies), combinations of inhibitory and sub- and supra-threshold excitatory interactions as well as for complicated patterns that include degenerate event times, multiple spiking of the same neuron within the pattern and silent neurons that never fire.

We further show how to design networks if additional restrictions are imposed, for instance by predefining the detailed network connectivity. We illustrate the applicability of the method by examples of Erdős-Rényi and scale-free random networks. Finally, the method can be used to design networks that optimize network properties. To illustrate the idea we design networks that exhibit a predefined
pattern dynamics and at the same time minimize the networks' wiring costs.

The design method sees immediate application when numerically studying the stability properties of periodic patterns (sec. 4.8) and illustrating analytical results (ch. 5). A generalization for temporally extended couplings that is valid in inhibitory networks of leaky integrate-and-fire neurons is employed in sec. 6.7.

We partially presented the results derived in this chapter in a letter [132] and in an exhaustive publication [131].

4.1 State of the art

A number of studies have been addressed to determining networks that give rise to a desired kind of network activity. An example are synfire chains. In these models, networks that give rise to propagation of synchronous activity are constructed by connecting groups of neurons with strongly excitatory directed projections to a chain [3, 83, 54, 18]. Other studies were dedicated to finding networks that realize different stable activity patterns, such as an asynchronous, irregular state [79, 105]. Closer related to our work, a recent article [119] captures the effective coupling between neurons in a biological neural network. A method was presented to construct a network of leaky integrate-and-fire neurons that exhibits irregular spike trains with statistical properties similar to the spike trains found in extracellular recordings of a subset of neurons in a biological neural network. Further, a neurobiologically oriented work studied a three unit model for the central pattern generator in the stomatogastric ganglion of the lobster [159]. Central pattern generators are neural circuits that produce stereotypic spike pattern and thus control the generation of rhythmic, stereotypic motor actions e.g. for locomotion, respiration, heartbeat, mastication or digestion [146, 77, 158]. Extensive numerical investigations showed that the qualitative spiking dynamics produced by the network does not depend on the details of the neuron model and the synaptic coupling, i.e. that an entire class of networks produced similar dynamics [159].

A few studies show how to design a network that gives rise to a predefined, precisely timed pattern of spikes. In [123], an algorithm is given that allows to construct one specific, fully connected network realizing one predefined simple periodic pattern of spikes. In such a pattern each neuron fires once within a period. The network model has purely inhibitory couplings without transmission delay (cf. sec. 4.2 for further description). A second study showed how to construct networks with purely excitatory or purely inhibitory connections realizing patterns close to the fully synchronous state [50]. Starting with a network of normalized connections that gives rise to the fully synchronous state, small heterogeneities are introduced that cause the synchronous state to split up. If the heterogeneities are too large, the near-synchronous state breaks down and the network assumes an irregular firing state. The near synchronous pattern is predicted from the network heterogeneity or, inversely, the network heterogeneities can be derived from a predefined near-synchronous firing pattern.
4.2 The model

We consider a complex network of $N$ neurons in the Mirollo-Strogatz phase representation, cf. sec. 3.2. The phase of a neuron $l \in \{1, \ldots, N\}$ at time $t$ is given by $\phi_l(t)$, the strength of the coupling from neuron $k$ to neuron $l$ is $\varepsilon_{kl}$ and the coupling delay is given by $\tau_{lk}$. In particular, the delay distribution can be inhomogeneous. The effect of a spike arriving at neuron $l$ is mediated by the transfer function $H(\hat{\varepsilon})$ given in Eqs. (3.16, 3.17). In ref. [123] the interaction is instantaneous, there is no synaptic delay. Besides, the authors use a network model given by Eq. (3.3) with synapses Eq. (3.6), but the differential equation is directly transformed into a model with linear free time evolution through the transformation $\hat{V}(V) \propto \int_0^V A(v)^{-1} dv$, which is always possible since $A(V) > 0$ for the entire range of $V$, and the nonlinearity is collected in a $V$-dependent coefficient of the coupling term$^1$. In [50] the near synchronous state is studied in networks of Mirollo-Strogatz neurons with homogeneous delay distribution $\tau_{lk} = \tau$ and almost normalized coupling $\sum_{j=1}^N \varepsilon_{ij} \approx \varepsilon$ for all $i$.

4.3 Admissible networks

Given a predefined spike pattern, we call a network that exhibits this pattern as an invariant dynamics an admissible network. An admissible network will show the predefined periodic pattern of spikes when the dynamics is started at the correct initial conditions. Assuming that all neuron parameters $(U_m, \Theta_m)$ and delay times $\tau_{ml}$ (cf. sec. 4.2) are given and fixed in a network, we determine the networks admissible for a given pattern by designing the coupling strengths $\varepsilon_{ml}$. It turns out that there is often a multi-dimensional family of solutions so that networks with very different configurations of the coupling strengths are admissible; below we derive analytical restrictions that define the set of all networks exhibiting such a pattern. Of course, there might be situations, where other parameters, such as the delays [60] are desired to be variable as well (or only). The key aspects of the approach presented below can be readily generalized to such design tasks.

4.4 Degenerate event timing

In the Mirollo-Strogatz phase representation, sending and receiving of spikes are the only nonlinear events. These events sometimes occur simultaneously, a case which

$^1$There is a problem in the derivation of the coefficient Eq. (4) in [123]. In an equation of the form $dV(t)/dt = F(V(t)) + G(V(t))\varepsilon \delta(t)$, the size of the jump in $V$ at zero is not given by $V(0^+) - V(0^-) = \varepsilon G(V(0))$ but, in generalization of the conductance based case, sec. 2.6, it is implicitly given by $\int_{V(0^-)}^{V(0^+)} G(v)^{-1} dv = \varepsilon$. This problem can be easily solved by defining the network dynamics, Eq. (1) in [123] by $dx_i(t)/dt = F_i(x_i(t)) + \sum_{j=1}^N G_i(x_i(t_j^-))J_{ij}\delta(t - t_j)$ instead of $dx_i(t)/dt = F_i(x_i(t)) + G_i(x_i(t))\sum_{j=1}^N J_{ij}\delta(t - t_j)$, as it is also done after the transformation of variables, in Eq. (3).
we call degenerate. In the presence of degenerate events, care has to be taken in the definition of the model’s dynamics. Simultaneous events occurring at different neurons do not cause any difficulties because an arbitrary order of processing does not affect the collective dynamics at any future time. However, if two or more events occur simultaneously at the same neuron, we need to specify a convention for the order of processing. We will therefore go through the possible combinations in the following (cf. [131]):

(i) spike sending due to spike reception: The action of a received spike might be strong enough so that the excitation is supra-threshold,

\[ U_m \left( \phi_m \left( t + \tau_{ml} \right) \right) + \varepsilon_{ml} \geq U_m \left( \Theta_m \right). \tag{4.1} \]

We use the convention that neuron \( m \) sends a spike simultaneous to the reception of the spike from neuron \( l \) at time \( t + \tau_{ml} \) and is reset to

\[ \phi_m \left( t + \tau_{ml} \right) = 0. \tag{4.2} \]

(ii) spike received at sending time: If neuron \( m \) receives a spike from neuron \( l \) exactly at the same time when \( m \) was about to send a spike anyway,

\[ \phi_m \left( t + \tau_{ml} \right)^{−} = \Theta_m, \tag{4.3} \]

we take the following convention for the order processing: first the spike is sent and the phase is reset to zero, then the incoming spike is received so that

\[ \phi_m \left( t + \tau_{ml} \right) = H_{\varepsilon_{ml}}^{(m)} \left( 0 \right). \tag{4.4} \]

If the spike received causes again a supra-threshold excitation, we neglect this second spike generated at time \( t + \tau_{ml} \) and just reset the neuron \( m \) to zero as in (4.2).

(iii) simultaneous reception of multiple spikes: If multiple spikes are received simultaneously by the same neuron and each subset of spikes does not cause a supra-threshold excitation (as in (4.1)), a convention about the order of treatment is not necessary as can be seen from the following argument. If neuron \( m \) at time \( \theta \) simultaneously receives \( h \in \mathbb{N} \) spikes from neurons \( l_1, \ldots, l_h \), and \( \sigma : \{1, \ldots, h\} \to \{1, \ldots, h\} \) is an arbitrary permutation of the first \( h \) integers, we have

\[
\begin{align*}
H_{\varepsilon_{m_{l_1}}(1)}^{(m)} & \left( H_{\varepsilon_{m_{l_2}}(2)}^{(m)} \left( \ldots \left( H_{\varepsilon_{m_{l_h}}(h)}^{(m)} \left( \phi_m(\theta^-) \right) \ldots \right) \right) \right) \\
= & U_m^{-1} \left[ U_m \left( U_m^{-1} \left[ U_m \left( U_m^{-1} \left[ U_m \left( \phi_m(\theta^-) \right) + \varepsilon_{ml_{\sigma(1)}} + \varepsilon_{ml_{\sigma(2)}} + \varepsilon_{ml_{\sigma(3)}} + \ldots \right] \right] \right] \right] \\
= & U_m^{-1} \left[ U_m \left( \phi_m(\theta^-) + \varepsilon_{ml_{\sigma(1)}} + \varepsilon_{ml_{\sigma(2)}} + \varepsilon_{ml_{\sigma(3)}} + \ldots \right] \right] \\
= & H_{\varepsilon_{ml_{\sigma(1)}} + \varepsilon_{ml_{\sigma(2)}} + \ldots + \varepsilon_{ml_{\sigma(h)}}}^{(m)} \left( \phi_m(\theta^-) \right). \tag{4.5} \end{align*}
\]

Treating the incoming spikes separately in arbitrary order is therefore equivalent to treating them as one spike from a hypothetical neuron with coupling strength...
$\varepsilon_{ml_1} + \varepsilon_{ml_2} + \ldots + \varepsilon_{ml_h}$ to neuron $m$. Moreover, upon sufficiently small changes to the spike reception times, the sub-threshold response of neuron $m$ continuously changes with these reception times. This is because the neuron's response function $H^{(m)}$ is identical for different incoming spikes. We note that in a generalized model one might introduce different transfer functions for different couplings. This would reflect the fact that, dependent e.g. on the position of the synapse, incoming spikes may have different effects on the postsynaptic neuron even if they generate the same amount of charge flowing into (or out of) the neuron. We extend the definition

$$
\phi_m(\theta) = H^{(m)}_{\varepsilon_{ml_1} + \varepsilon_{ml_2} + \ldots + \varepsilon_{ml_h}}(\phi_m(\theta^-))
$$

(4.6)

for the processing of multiple spike arrivals to more involved cases, where a subset of spikes generates a spike. Treating this subset first would result in a different dynamics than summing up all couplings strength, e.g. if the remaining couplings balance the strong excitatory subset. In this case the order of treatment is not arbitrary and the phase as well as the spikes generated in response to the receptions do not depend continuously on the spike arrival times; as a convention, we sum the coupling strengths first, as in (4.6). The generalization of (i) and (ii) to the case of multiple spikes received simultaneously is straightforward. The dynamics however will in general also not depend continuously on the arrival times.

(iv) simultaneous sending of multiple spikes: As we exclude the simultaneous sending of multiple spikes by the same neuron, if several spikes are sent simultaneously, they are sent by different neurons; therefore no difficulties arise and we need no extra convention.

4.5 Characterizing periodic spike patterns

What characterizes a periodic pattern of precisely timed spikes? Let $t_i$, $i' \in \mathbb{Z}$, be an ordered list of times at which a neuron emits the $i$'th spike occurring in the network, so that $t_i > t_j$ if $i > j$. Assume a periodic pattern consists of $M$ spikes. Such a pattern is then characterized by its period $T$, by the times $t_i \in [0, T)$ of spikes $i \in \{1, \ldots, M\}$, and by the indices $s_i \in \{1, \ldots, N\}$ identifying the neuron that sends spike $i$ at $t_i$. If two or more neurons in the network simultaneously emit a spike, i.e. $t_i = t_j$ with $i \neq j$, the above order is not unique and we fix it arbitrarily. The periodicity of the pattern then entails

$$
t_i + nT = t_{i+nM} \quad \text{and} \quad s_i = s_{i+nM}
$$

(4.7)

for all $n \in \mathbb{Z}$, where the definition of $s$ is appropriately extended. Due to the periodicity of the pattern, we can assume without loss of generality that the delay times are smaller than the patterns period, otherwise, we take them modulo $T$ without changing the invariant dynamics. Further, to avoid extensively many case distinctions we require that between any two subsequent spike times $t_i, t_i'$ of a neuron $l$, that neuron receives at last one spike in the interval $(t_i, t_i') \cap (t, t + \Theta_l)$. We will employ the indexing method also in chapter 5 to study the stability properties of periodic patterns of spikes.
4.6 Firing pattern and phase dynamics

A predefined pattern of spikes imposes conditions on the time evolution of the neurons’ phases. Suppose a specific neuron \( l \) fires at \( K(l) \) different times \( t_{ik} \in [0, T) \), \( k \in \{1, ..., K(l)\} \) within the first period. For non-degenerate event times this implies

\[
\phi_l(t^-_{ik}) = \Theta_l, \tag{4.8}
\]

whereas at any other time \( t \in [0, T) \), \( t \neq t_{ik} \) for all \( k \),

\[
\phi_l(t^-) < \Theta_l, \tag{4.9}
\]

to prevent untimely firing.

If the network is fixed, in general there will not be a phase dynamics that gives rise to a predefined pattern. If there is a phase dynamics which gives rise to a certain pattern, then this dynamics is unique for an important subset of neurons in the network:

**Lemma 1:** Let \( S \subset \{1, ..., N\} \) be the set of neurons that (i) do not receive any supra-threshold excitations and (ii) are firing at least once in the pattern. Predefining the firing dynamics of the network determines the phase dynamics of the neurons in \( S \) uniquely.

**Proof:** We disprove the opposite: There may be a phase dynamics \( \tilde{\phi}_m(t) \), \( m \in \{1, ..., N\} \) which is different from the original phase dynamics \( \phi_m(t) \), \( m \in \{1, ..., N\} \) but generates the same spike pattern. We assume that also for some \( l \in S \) the phase dynamics \( \phi_l(t) \) is different from \( \tilde{\phi}_l(t) \). Further, assume for some \( t_0 \), \( \phi_l(t_0) > \phi_l(t_0) \). Then this inequality remains true for all future times \( t_0 \). First, it remains true during free time evolution. But also the inputs are the same (input times and strengths) for both dynamics and the \( H_2(t) \) are strictly monotonically increasing as function of \( \phi \), so the relation \( \phi_l(t) > \phi_l(t) \) for \( t \geq t_0 \) remains true also after arbitrarily many interactions. Therefore, denoting the next firing time of neuron \( l \) after time \( t_0 \) by \( t_j \), we conclude that \( \Theta_l = \phi_l(t^-_j) > \tilde{\phi}_l(t^-_j) \), violating neuron \( l \)'s firing pattern. An analogous argument shows that if \( \phi_l(t_0) < \tilde{\phi}_l(t_0) \) for some \( t_0 \), the firing pattern would be also violated.

If a neuron that (i) receives one or more supra-threshold inputs or (ii) is silenced (i.e. has no firing time in the pattern) has a perturbed phase dynamics, its spike sub-pattern can still remain the predefined one. (i) If a neuron \( l \) receives a supra-threshold input, a small initial deviation from the original phase dynamics that occurs sufficiently briefly before the input, will only change the phase \( \phi_l \) of that neuron but not its next spike time as long as the input remains supra-threshold. Since the dynamics continues without deviations with respect to the original phase dynamics, all future events will also take place at the predefined times. Thus there are different initial conditions that lead to the same spike pattern. (ii) A sufficiently small initial deviation from original dynamics that occurs at a silenced neuron can decay without making the neuron fire so that the spike pattern stays unchanged, although the phase of the silenced neuron is different.
In this chapter, we are mainly interested in periodic dynamics. Indeed, we can show that a periodic spike pattern implies a periodic phase dynamics in the neurons in $S$.

**Theorem 2:** For all neurons $l$ that (i) do not receive any supra-threshold excitations and (ii) are firing at least once in the pattern, i.e. for all $l \in S$, the periodicity $T$ of the entire firing pattern is sufficient for the periodicity of the phases,

$$\phi_l(t) = \phi_l(t + nT),$$

for all $n \in \mathbb{Z}$ and all $t \in [0, T)$.

**Proof:** We compare for some $l \in S$ the phase dynamics of $\phi_l(t)$ and $\phi_l(t + T)$ and assume without loss of generality for some $t_0$, $\phi_l(t) > \phi_l(t + T)$. Again, this inequality remains true for all $t > t_0$ and at the next firing time $t_j$, $\Theta_l = \phi_l(t_j) > \phi_l((t_j + T)^-)$. Therefore, if the pattern is periodic, the phases of neurons $l \in S$ are also periodic and the phases have the period of the pattern.

How far does, on the other hand, periodicity of the phase dynamics imply periodicity of the spike pattern?

**Theorem 3:** The periodicity of the phases of all neurons in the network is sufficient for the periodicity of the spiking times of each neuron. Further, if there are no supra-threshold excitations in the network, the spike pattern has the period of the phase dynamics.

**Proof:** If the phase dynamics is periodic with period $T$ and no supra-threshold excitations occur, it satisfies in particular $\phi_l((t_{i_k} + nT)^-) = \Theta_l$ and $\phi_l((t + nT)^-) < \Theta_l$ for $t \neq t_{i_k}$, where $t \in [0, T)$ and $t_{i_k} \in [0, T)$, $k \in \{1, \ldots, K(l)\}$, are the firing times of neuron $l$ in the first period. Therefore the sub-pattern of spikes generated by neuron $l$ is periodic with period $T$. Since $l$ is arbitrary, the entire pattern is periodic with period $T$.

Interestingly, if there are supra-threshold excitations, the sub-pattern of a neuron need not have the period $T$ of the phases, as can be seen from a simple, albeit constructed example: Consider a neuron $l$, which is coupled only to itself and receives input from itself as well as once per phase period $T$ from one other neuron $m$. If neuron $l$ receives a supra-threshold input from neuron $m$ at time $\theta$, we have $\phi_l(\theta^-) < \Theta_l$ and $U_l(\phi_l(\theta^-)) + \varepsilon_{lm} \geq U_l(\Theta_l)$. Leaving aside the assumption $\tau_{ij} < T$ made in sec. 4.5, suppose the delay of the coupling from $l$ to $l$ is $\tau_{ll} = T$, i.e. equal to the period of the phases. Further, the coupling strength $\varepsilon_{ll}$ is inhibitory and so that $H_{\varepsilon_{ll} + \varepsilon_{lm}}(\phi_l(\theta^-)) = 0$, i.e. $\varepsilon_{ll} = -U_l(\phi_l(\theta^-)) - \varepsilon_{lm} < 0$. Then the phase of neuron $l$ can be periodic, whether or not it receives a spike from itself because $\phi_l(\theta) = 0$ in each case, either due to the reset of neuron $l$ or due to the inhibitory spike received from itself. Now, if neuron $l$ sent a spike at time $\theta$, there will be no spike sending at $\theta + T$ because of the inhibition by its self-interaction. Since the self-interaction spike is then missing at time $\theta + 2T$, a spike will be emitted at that later time and so on. So the spike sub-pattern of this neuron (consisting of all those spikes in the total pattern that are generated by neuron $l$) has period $2T$, and not $T$.
However, the spike sub-pattern of any neuron $l$ has to be periodic even if it receives supra-threshold input. This can be seen as follows: Due to the conventions above, a spike can only be emitted when there is a discontinuity in the phase $\phi_t$ (after a supra-threshold excitation, the phase is always zero, after a simultaneous reception and spiking it is always unequal to $\Theta_t$) or if the neuron receives a supra-threshold input when its phase is $\phi_t(\theta^-) = 0$. Since $\phi_t(t)$ is piecewise continuous, in every (finite) time interval $[t, t + T]$ there are only finitely many discontinuities, as well as only finitely many times with $\phi_t(\theta^-) = 0$ because the phase is monotonous otherwise. Therefore, given a certain phase dynamics, spikes can be emitted by the network only at finitely many times in any interval $[t, t + T)$. This implies that there are only finitely many combinations of spikes which can be emitted by the network within a period $T$ of the phases. Because the network is a finite-dimensional deterministic dynamical system, after a finite integer multiple of $T$, the spike patterns have to recur. After this has happened, not only the phases but (because here we can choose $T$ to be an arbitrary integer multiple of the phase period so that $\tau_m < T$ without loss of generality) also spills in transit are the same as at some time before. Since at any time the state of the network is fixed by the phases and the spikes in transit, the entire dynamics must repeat. So, the pattern is periodic with some period $n T$, $n \in \mathbb{N}$.

As a direct consequence from the two preceding theorems we note the important special case $S = \{1, \ldots, N\}$.

**Corollary 4:** If all neurons in the network receive only subthreshold input and are firing at least once in a pattern, periodicity of the entire pattern is equivalent to the periodicity of the phase dynamics and the periods are equal.

For simplicity, we impose in the following that the phase dynamics of all neurons, including those neurons that are silent (i.e., never send a spike) and those that receive supra-threshold inputs, are periodic with period $T$. We consider $\phi_t(t)$ for $t \in [0, T]$ with periodic boundary conditions. All times are measured modulo $T$ and spike time labels $j$ are reduced to $\{1, \ldots, M\}$ by subtracting a suitable integer multiple of $M$.

### 4.7 Indexing periodic spike patterns

Setting out from sec. 4.5, in this section we provide a method of indexing all spike reception times, and of ordering them in time. The input coupling strengths are indexed accordingly. Based on this scheme, we will be able to derive conditions ensuring the sending of a spike at the pre-defined spike times, periodicity of the phase dynamics, and quiescence (non-spiking) of the neurons between their desired spike times in sec. 4.8.

Let $\theta_{t, j} := t_j + \tau_{l, j}$ be the time when neuron $l$ receives the spike labeled $j$ from neuron $s_j$. Then, for inhomogeneous delay distribution the $\theta_{t, j}$ might not be ordered in $j$. Therefore, we define a permutation $\sigma_l : \{1, \ldots, M\} \to \{1, \ldots, M\}$ of
Figure 4.1: Pattern of $M = 4$ spikes in a network of $N = 3$ neurons illustrating the indexing of spike sending and reception times. The spike (sending) times $t_i$ marked by black bars, are indexed with increasing $i$ according to their temporal order of occurrence in the network (the neuron identities play no role for this index). The ordered spike reception times $\bar{\theta}_{l,i}$ are displayed for neuron $l = 2$. They are generally different for other receiving neurons ($l \neq 2$, not shown) and obtained by adding the delay times $\tau_{mn}$ (dashed lines) to the spike sending times $t_j$ and then ordering the resulting set for each neuron. Here, there is one degenerate event: neuron $l = 2$ receives a spike from $m = 1$ exactly at its second spike sending time $t_4$ (light gray vertical bar).

the indices of spikes received by neuron $l$, so that

$$\bar{\theta}_{l,j} := \theta_{l,\sigma(j)}$$

is ordered, i.e. $\bar{\theta}_{l,j} \geq \bar{\theta}_{l,i}$ if $j > i$. If multiple spikes are received at one time, $\sigma_l$ is not unique. This, however, has no consequence for the collective dynamics because all the associated spike receptions are treated as one according to Eq. (4.6). If neuron $l$ receives multiple, say $p(l,j)$ spikes at time $\bar{\theta}_{l,j}$, we only consider the lowest of all indices $j'$ with reception time $\bar{\theta}_{l,j'} = \bar{\theta}_{l,j}$. If neuron $l$ receives spikes at $M_l$ different times, we denote the smallest index of each reception time by $j_1(l), ..., j_{M_l}(l)$ so that

$$j_n(l) := j_{n-1}(l) + p(l, j_{n-1}(l)).$$

for $n \in \{2, ..., M_l\}$ and $j_1(l) = 1$. The first set of equal reception times starts with index $j_1(l) = 1$ and contains $p(l,1)$ spikes. Therefore, the second set of equal reception times has first index $j_2(l) = p(l,1) + 1 = p(l,j_1(l)) + j_1(l)$ and contains $p(l,j_2(l))$ spikes. This way all indices are defined recursively. To keep the notation concise, we skip the argument $l$ in the following (where it is clear) as the argument or index of some quantity which is itself a further index or a subindex, e.g., of $\bar{\theta}_l$ or $\varepsilon_l$. For instance, we abbreviate $\bar{\theta}_{l,j_1(l)}$ by $\bar{\theta}_{l,j_1}$ and $p(l,j_k(l))$ by $p(j_k)$ where appropriate. Furthermore, indices denoting different spike receptions of neuron $l$ are reduced to $\{1, ..., M_l\}$ by subtracting a suitable multiple of $M_l$. We define
Figure 4.2: Restriction of a neuron’s dynamics between its firing events, cf. Eqs. (4.17) and (4.18). In this example, two spikes arrive between the firing times $t_i$ and $t_k$ of neuron $l$. The solid line indicates one possible time evolution of the phase $\phi(l)$. Between the firing times, $\phi(l)$ may follow any path within the possibly semi-infinite polygon (gray shaded; green dashed lines show other possible trajectories). A too large phase at $\theta_{l,j_P(l)+1}$ contradicts Eq. (4.18) and will lead to early firing (dark red dashed line). The phase at $\theta_{l,j_{P(k)}}$ is fixed (red dot). Any other phase inconsistent with the equality (4.17) would lead to a firing time earlier or later than predefined (light red dashed lines).

$P_l(i) \in \{1, ..., M_l\}$ (cf. also Fig. 4.2) as the index of the last reception time for neuron $l$ before its firing time $t_i$,

$$P_l(i) := \arg\min \{t_i - \hat{\theta}_{l,j_k} \mid k \in \{1, ..., M_l\}, t_i - \hat{\theta}_{l,j_k} > 0\}. \quad (4.13)$$

If there are no simultaneous spikes received by neuron $l$ and if there is no spike received at the firing time $t_i$, $P_l(i)$ is given by

$$P_l(i) = \arg\min \{t_i - \hat{\theta}_{l,j} \mid j \in \{1, ..., M\}\}. \quad (4.14)$$

### 4.8 Determining all admissible networks

Using the indexing methods developed in sec. 4.7 and 4.5, in this section we give an analytical restriction of the set of all admissible networks for a given spike pattern. The principle idea is that Eqs. (4.17) and (4.18) can be reduced to restrictions on the phases at the arrival times of spikes and thus yield the admissible networks as illustrated in Fig. 4.2.

In the following, if two or more reception times are equal, we will select the smallest index and restrict the dynamics only once, using Eqs. (4.5, 4.6) and the definition of $j_{i}(l)$ above. Only the total action of all spikes received by a neuron $l$ at a particular $\theta_{l,j}$ will be restricted, by a single condition. We therefore define the sum of the coupling strengths of all spikes received by neuron $l$ at time $\theta_{l,j}$ as

$$\xi_l(i) = \xi_{l,s(i)l} + ... + \xi_{l,\sigma(j)+\sigma(i)-j-1}l. \quad (4.15)$$
Indeed, \( \sigma_l(j_i(l) + k), \ k \in \{0, ..., p(l, j_i(l)) - 1\} \), are the indices of the \( p(l, j_i(l)) \) different spikes received by neuron \( l \) at the \( i \)th reception time \( \theta_{l,j_i} \), \( i \in \{1, ..., M_l\} \). If neuron \( l \) receives all spikes at different times, we have \( \varepsilon_{l,i} = \varepsilon_{l,i(\theta)} \). Let

\[
\Delta_{l,i} = \tilde{\theta}_{l,j_{i+1}} - \tilde{\theta}_{l,j_i},
\]

be the time differences between two successive different reception times, where \( i + 1 \) has to be reduced to \( \{1, ..., M_l\} \) by subtracting a suitable integer multiple of \( M_l \). We now rewrite Eqns. (4.8) and (4.9) for neuron \( l \) as a set of conditions on the phases \( \phi_l(\tilde{\theta}_{l,j_i}) \) at the different spike reception times \( \tilde{\theta}_{l,j_i} \) in terms of the firing times \( t_{i_k} \) of that neuron and the spike reception times \( \tilde{\theta}_{l,j_i}, \ i' \in \{1, ..., M_l\} \).

If the given pattern does not imply the reception of a spike precisely at the firing time \( t_{i_k} \) (together with the firing times and the delays also the reception times are fixed), this results in

\[
\phi_l(\tilde{\theta}_{l,j_{P(i_k)}}) = \Theta_l - (t_{i_k} - \tilde{\theta}_{l,j_{P(i_k)}}),
\]

(4.17)

\[
\phi_l(\tilde{\theta}_{l,j_i}) < \Theta_l - \Delta_{l,i},
\]

(4.18)

where \( k \in \{1, ..., K(l)\} \) and \( i \in \{1, ..., M_l\} \setminus \{P(i_k) | k \in \{1, ..., K(l)\} \} \). We note that, by definition (4.13), there is no input to neuron \( l \) between the spike(s) received at \( \tilde{\theta}_{l,j_{P(i_k)}} \) and the neuron’s next firing time \( t_{i_k} \).

The firing time condition (4.17) states that the neuron at time \( \tilde{\theta}_{l,j_{P(i_k)}} \) is as far away from its threshold \( \Theta_l \) as it needs to be in order to exactly evolve there freely in the remaining time \( t_{i_k} - \tilde{\theta}_{l,j_{P(i_k)}} \). The inequalities (4.18) guarantee that the neuron does not spike between the firing times determined by the predefined pattern: They ensure that neuron \( l \) is far enough from its threshold at all other spike reception times and is not firing at any time that is not in the desired pattern, \( t \neq t_{i_k} \).

Above, we had fixed the convention, that if a spike is received by a neuron when it is just about to fire, the spike received is processed after the sending of the new spike. If we had used the convention that first the received spike is considered, the "<" in inequality (4.18) would have been replaced by a "\( \leq \)". Here equality, \( \phi_l(\tilde{\theta}_{l,j_i}) = \Theta_l - \Delta_{l,i} \), means that the neuron approaches the threshold at \( \tilde{\theta}_{l,j_{i+1}} \), i.e. \( \phi_l(\tilde{\theta}_{l,j_{i+1}}) = \Theta_l \), but since the received spike is processed first, an untimely spike can be prevented by an inhibitory input.

If there is one or several spikes received precisely at a predefined firing time \( t_{i_k} \), supra-threshold excitation can be used to realize the pattern. To account for this, the firing time condition (4.17) and the silence condition (4.18) with \( i = P(i_k) + 1 \) have to be replaced by the conditions

\[
\phi_l(\tilde{\theta}_{l,j_{P(i_k)}}) < \Theta_l - (t_{i_k} - \tilde{\theta}_{l,j_{P(i_k)}}),
\]

(4.19)

\[
U_l(\phi_l(t_{i_k})) + \varepsilon_{l,i(\theta)} \geq U_l(\Theta_l).
\]

(4.20)

Here, the strict inequality (4.19) prevents untimely spiking (cf. the dark red dashed line in Fig. 4.2) and guarantees that the neuron does not reach the threshold by its
intrinsic dynamics. The second, inequality (4.20), ensures the spiking at $t_{i_k}$. However, (4.20) is not an inequality on the phases depending at the reception times only, but involves the total coupling of the incoming spikes. We note that expression (4.19) with an equal sign, “=”, describes the case that the neuron spikes without supra-threshold excitation, because to our above convention, the firing is treated before the spike reception. Then, inequality (4.20) is obsolete. So Eq. (4.17) is the appropriate spike time condition also if spikes are received by neuron $l$ when it just reaches threshold. Now, there are two cases possible (i) the spikes do not cause a supra-threshold excitation $U(l(0) + \xi_{l,P(i_k)+1} < U(l)\Theta)$ from the reset phase of the neuron or (ii) they cause a supra-threshold excitation, $U(l(0) + \xi_{l,P(i_k)+1} \geq U(l)\Theta)$. In the first case, $\phi_l(t_{i_k}) = \phi_l(\hat{\theta}_{i,jP(i_k)+1}) = H^{(l)}_{\xi_{l,P(i_k)+1}}(0)$, in the second $\phi_l(t_{i_k}) = \phi_l(\hat{\theta}_{i,jP(i_k)+1}) = 0$. In the first case, the silence condition (4.18) with $i = P(i_k) + 1$ applies so that this case does not need a special treatment, in the second, we have the inequality $\xi_{l,P(i_k)+1} \geq U(l)\Theta$ instead.

Specifying conditions on the phases at these ordered and clustered (simultaneous) spike reception times is equivalent to specifying the phases at the unordered and unclustered times because $\phi_l(\hat{\theta}_{i,j}) = \phi_l(\hat{\theta}_{i,j})$ if $\hat{\theta}_{i,j} = \hat{\theta}_{i,j}$.

If there are no simultaneous events, the strengths of coupling onto a particular neuron $l$, $\xi_{l,u}, u \in \{1, \ldots, N\}$, are restricted by $K(l)$ nonlinear equations and $M - K(l)$ inequalities originating from (4.17) and (4.18). All the coupling strengths in the network realizing a given pattern are thus restricted by a system of $\sum_{i=1}^{N} K(l) = M$ nonlinear equations and $\sum_{i=1}^{N} (M - K(l)) = (N - 1)M$ inequalities.

We conclude that the constraints (equations and inequalities) restricting the coupling strengths of the network (to be consistent with a predefined pattern) separate into disjoint constraints for the couplings onto each individual neuron.

In the presence of simultaneous events, for each neuron there are $M_l - K(l) + S(l)$ inequalities originating from (4.19), (4.20) and (4.18), (where $S(l)$ is the number of supra-threshold excitations, not counting the ones where the spike is omitted) and $K(l) - S(l)$ equations originating from the spikings described by (4.17). We see that simultaneous receptions decrease the number of constraints. Again, these constraints separate. This property is due to the fact that the pattern is fixed; it turns out (see below) that because of this separation, it is easier to find a solution for the coupling strengths that satisfy these constraints.

Fig. 4.2 illustrates the constraints. After a firing of neuron $l$ at time $t_l$ where its phase is zero, conditions (4.17) and (4.18) impose restrictions on the phases at the spike reception times while the time evolution proceeds towards the subsequent firing time $t_k$ of neuron $l$.

If we now compute explicitly the dynamics of neuron $l$ between two successive firing times $t_l$ and $t_k$ and evaluate the dynamics at the times occurring in (4.17) and (4.18), we obtain
in the case of no spike reception at time \( t_i \) and no supra-threshold excitation that generates the spike at \( t_k \). Now we consider the case that there was a spike reception at time \( t_i \). If a supra-threshold spike generated the spike time \( t_i \) from a phase \( \phi_l(t^-_i) < \Theta_l \) and the intrinsic dynamics generates the spike at \( t_k \), the set of equations and inequalities reads

\[
\begin{align*}
H^{(l)}_{t_i,p(i)-2}(H^{(l)}_{t_i,p(i)-1}(\hat{\theta}_{t_i,p(i)-1} - t_i) + \Delta_{t_i,p(i)-1}) &< \Theta_l - \Delta_{t_i,p(i)-1}, \\
\vdots
\end{align*}
\]

\[
(4.21)
\]

Alternatively, at \( t_i \), the threshold can be reached by the intrinsic dynamics \( \phi_l(t^-_i) = \Theta_l \) although a spike is arriving. Here we have to consider two different cases: (i) \( U_l(0) + \xi_{l,p(i)-1} < U_l(\Theta_l) \), i.e. the spike is subthreshold. This is just a special case of (4.21) with \( \theta_{l,p(i)-1} - t_i = 0 \). (ii) \( U_l(0) + \xi_{l,p(i)-1} \geq U_l(\Theta_l) \), i.e. the spike is supra-threshold. In this case, we fixed the convention that the second spike is omitted and the neuron is reset to zero; therefore system (4.22) is supplemented with the condition

\[
\xi_{l,p(i)-1} \geq U_l(\Theta_l)
\]

\[
(4.23)
\]

on \( \xi_{l,p(i)-1} \).

The above equations also cover the case that a spike is received by neuron \( l \) at the spike time \( t_k \) when neuron \( l \) already reached \( \Theta_l \), i.e. \( \theta_{l,p(k)-1} = t_k \). However, also supra-threshold excitation can then be used to generate the spike \( t_k \). Then, if no spike is received at \( t_i \), or if a spike is received when the threshold is already reached and no supra-threshold excitation takes place, the couplings are restricted by (4.21) where the last equation has to be replaced by the inequalities

\[
\begin{align*}
H^{(l)}_{t_i,p(k)-2}(H^{(l)}_{t_i,p(k)-1}(\hat{\theta}_{t_i,p(k)-1} - t_i) + \Delta_{t_i,p(k)-1})\ldots + \Delta_{t_i,p(k)-1}) + \Delta_{t_i,p(k)-1} + \xi_{l,p(k)+1} \geq U_l(\Theta_l).
\end{align*}
\]

\[
(4.24)
\]

If supra-threshold excitation occurred at time \( t_i \) and supra-threshold input generated the spike at \( t_k \), the couplings are restricted by (4.22) (possibly completed by
(4.23), where the last equation has to be replaced by the inequalities

\[
H_{l,P}^{(i)}(...H_{l,P}^{(i)}(\Delta l_{P(i)-1}) + ... + \Delta l_{P(k)-1}) < \Theta_l - (t_k - \tilde{t}_{l,P(k)}),
\]

\[
U_l(H_{l,P}^{(i)}(...H_{l,P}^{(i)}(\Delta l_{P(i)-1}) + ... + \Delta l_{P(k)-1}) + \tilde{\varepsilon}_{l,P(k)+1} \geq U_l(\Theta_l).
\]

(4.25)

We have thus shown:

**Theorem 5**: The set of solutions to the systems (4.21)-(4.25) for all \(K(l)\) pairs of subsequent firing times \((t_i, t_k)\), where \(i = n_k, k = n_{k+1}, n \in \{1, \ldots, K(l)\}\), provides the set of all admissible coupling strengths \(\varepsilon_{l'i'}\), \(l' \in \{1, \ldots, N\}\), of incoming connections to neuron \(l\). Solutions to systems analogous to (4.21)-(4.25) for all neurons \(l \in \{1, \ldots, N\}\) define all coupling strengths of an admissible network.

Roughly speaking, in the absence of supra-threshold excitation, the time of each spike of each neuron provides one “hard” (equality) constraint on the in general N-dimensional set of input coupling strengths of that neuron. The silence conditions provide “soft” (inequality) constraints, often not lowering the dimensionality of the solution space of coupling strengths. Intuitively a hard restriction can be understood by considering a simple example: Consider a network of \(N = 3\) neurons. If one neuron \(m\) receives two spikes in a fixed time interval in which it does not send a spike itself, the coupling strengths of these spikes are arbitrary as long as
their total impact on the neuron’s phase $\phi_m$ (advancing or retarding) is the same, cf. also Fig. 4.2. This provides one, and not two, hard restrictions to the set of input coupling strengths to neuron $m$.

There are patterns for which the systems (4.21)–(4.25), with predefined neuron properties and predefined delay distribution, do not have a solution. This means that if the delays and neural parameters are specified, no network, independent of how the coupling strengths are chosen, exhibits that predefined pattern. This can already be observed from a simple example: consider a non-degenerate pattern where neuron $l$ sends three successive spikes and between each two successive of these spike times there is precisely one spike received, each sent by the same neuron $m$. Then, the coupling strength $\varepsilon_{lm}$ is fixed (by the firing time condition to which (4.21) reduces) to ensure the correct time of the second spike of neuron $l$ and cannot be modified to ensure the third one. So, if the interval between the second and third spike time does not by coincidence match the one determined by the input, the pattern will not be realizable by any network. Other, more complicated examples follow immediately. This implies that certain predefined patterns may not be realizable in any network, no matter how its neurons are interconnected. We note that if we allow the neural parameters and delay times to vary as well, the system again might have a solution.

In the case of leaky integrate-and-fire neurons or Mirrollo-Strogatz biological oscillators, a solution of (4.21)–(4.25), if one exists, can be found in a simple way, because the system is then reducible to be linear in the coupling strengths or polynomial in its exponentials, respectively. Instances for solutions of the equations and inequalities describing the set of admissible networks can then be found by standard methods as e.g. implemented in recent computer algebra programs.\footnote{To specify a single solution, we gave an additional function to be optimized, some wiring cost function, and proceeded as described in sec. 4.12. We use the software MATHEMATICA 5, Wolfram...}
will therefore concentrate on these two neuron types for our explicit examples.

Examples for complex networks realizing predefined patterns are given in Figs. 4.3, 4.4. In Figs. 4.3, 4.4, the parameters of the leaky integrate-and-fire neurons are uniformly distributed within $\gamma_m \in (0.5, 1.5)$, $I_m = (1.08, 2.08)$. (If $\gamma_m = 1$ and $I_m = c/(e - 1) \approx 1.58$ as well as $\Theta_m = 1$ then $\Theta_{U,m} = 1$.) The parameters $b_m$ of the Mirollo-Strogatz biological oscillators are uniformly distributed within $b_m \in (0.7, 1.5)$, then $a_m$ is chosen according to a uniform distribution within $a_m \in (1/(e^{b_m} - 1) - 0.1, 1/(e^{b_m} - 1) + 0.1)$. Connections are either excitatory (black) or inhibitory (red). Fig. 4.4 shows the network in graph (a) and matrix (b) representation. In (a) the line widths of the links, in (b) the color intensities are proportional to the coupling strengths. The network of Fig. 4.4 is a realization randomly drawn from those networks with couplings in the range $\varepsilon_{lm} \in (-1.5, 1.5)$ that exhibit the predefined pattern displayed in (c) (black bars underlying the colored ones). The pattern includes several simultaneous spikes. One neuron, $l = 4$, is silenced (non-spiking).

Often (4.21)–(4.25) are under-determined systems so that many solutions exist, implying that many different networks realize the same predefined pattern, cf. Fig. 4.5. The networks in Fig. 4.5 are realizations of random graphs where each

Research 2003 for the solution. Linear optimization problems are solved with linear programming methods; for polynomial problems, cylindrical algebraic decomposition is used.
coupling is present with probability \( p = 0.8 \); the coupling delay is \( \tau_{nl} = 0.125 \). A small random perturbation is applied at the beginning of the second period. The network dynamics (spike times relative to the spikes of neuron \( l = 1 \), color coded for each neuron), found by exact numerical integration (cf. sec. 3.3) shows that in network (a) the pattern is stable and thus regained after a few periods (b); in network (c) the pattern is unstable and eventually another pattern is assumed (d). We conclude that the stability properties of the pattern depend on the specific network it is realized in. Our method allows to store multiple patterns in one network. The network admissible for all pattern is given by the intersection of all sets of networks admissible for a single network, cf. Fig. 4.6. The maximal storage capacity for random patterns can be easily estimated from above. Each firing time yields one equation restriction on the coupling strengths. The number of possible firing times sampled over all firing patterns is bounded from above by the number of couplings that can be chosen freely, i.e. by \( N^2 \). Due to the presence of inequalities and the separation of restricting conditions for each neuron, also sets of spike patterns with a total of less firing times will often be incompatible so that no network realizing them exists.

### 4.9 Simple periodic pattern

In this section, we will show that an entire class of patterns can, under few weak requirements always be realized by a (typically multi-dimensional) family of networks and this family of networks can be analytically parameterized: The class of simple periodic patterns, in which every neuron fires exactly once before the pattern repeats [131].

For a simple periodic pattern, we label, without loss of generality, the neuron firing at time \( t_l \) by \( l \), i.e. \( s_l = l \) for \( l \in \{1, \ldots, M = N\} \). Accordingly, we have \( \theta_{l,m} = t_m + \tau_{lm} \). The time differences between two successive spike times of the same neuron equal the period of the simple periodic pattern. Thus, for each neuron \( l \) the reception times of spikes from all neurons of the network are guaranteed to lie between two successive firings of neuron \( l \). We note again, that due to the periodicity of the pattern, we can assume without loss of generality that the delay times are smaller than the patterns period; otherwise, we take them modulo \( T \) without changing the invariant dynamics. In the following, we require that two simple criteria are met.

i) For each neuron its self-interaction delay is smaller than its free period, i.e. \( \tau_l < T_0 \), for \( l \in \{1, \ldots, N\} \).

This criterion ensures that the spike time of each neuron can be modified, at least by the self-coupling. If, as we assume throughout this chapter (see section 4.8), a neuron \( l \) firing only once in the period (here at \( t_l \)) receives at least one spike in the interval \((t_l, t_l + \Theta_l)\) (or, if \( \Theta_l \geq T \) in \((t_l, t_l + T)\), this criterion is not necessary to hold for the existence of solutions. Indeed, solutions exist as stated below for any presynaptic neuron sending the spike modifying the spike time (with
Figure 4.6: Network (a) realizing three different spike patterns (b). The network consists of three leaky integrate-and-fire neurons with $I_m = e/(e - 1)$, $\gamma_m = 1$, $\Theta_m = 1$. $I_m$ is chosen so that the free period $T_{0,1} = 1$ (large arrowhead omitted at self-coupling from neuron one to neuron one). Three different periodic patterns of spikes (b) are predefined. The sets of admissible networks for each of the pattern are displayed in coupling space in (c),(d),(e). The admissible set is colored like the corresponding pattern. The separation of constraints allows for each neuron $l$ a separate presentation of the sets $\varepsilon_{l1}, \varepsilon_{l2}, \varepsilon_{l3}$ of incoming couplings satisfying (4.21)–(4.25). For leaky-integrate-and-fire neurons the admissible sets are half-planes in the coupling space. The intersections of the planes give the actual coupling strength in the network realizing all three patterns as marked by the black ball.
the second criterion appropriately modified].

ii) The threshold minus a possible lower bound of the phase plus the self-interaction delay for each neuron \( l\) is larger than the pattern’s period, \( \Theta_l - B_l + \tau_l > T \).

This second condition is obsolete if there is no finite lower bound of the phase, as e.g. for leaky integrate-and-fire neurons.

Given these weak constraints, the following statement holds.

**Theorem 6:** For simple periodic patterns, if conditions (i) and (ii) are satisfied, solutions to (4.21) exist and the set of admissible networks contains an \( N(N-1) \) dimensional submanifold of the space of coupling strengths. This means that all simple periodic patterns are typically realizable by a high-dimensional family of networks. The set of all networks satisfying the systems (4.21-4.25) can be explicitly parameterized.

**Proof:** We first show that one solution exists, then show another statement, which explicitly shows that the solution space contains an \( N(N-1) \)-dimensional submanifold. We explicitly construct a trivial solution, where only self-interaction is present, while all the other coupling strengths are zero. We consider the one neuron system consisting of neuron \( l \). Because of \( \phi_l(t_l) = 0 \) and condition (i) at the reception time of the spike from neuron \( l \) to itself, \( \phi_l(t_l + \tau_l) = \tau_l \) holds. At time \( t_l + \tau_l \) the neuron’s phase is set to \( \phi_l(t_l + \tau_l) = \Theta_l - (T - \tau_l) < \Theta_l \) by choosing the coupling strength \( \varepsilon \) the \( \varepsilon \) such that \( H_{\phi}^{-1}(\phi) = U_l(\psi) - U_l(\phi) \) is the inverse of \( H_{\phi}^{(i)}(\phi) \) with respect to \( \varepsilon \), which exists for any \( \psi \) and \( \phi \) in the domain of \( U_l \). Indeed, \( 0 \leq \phi_l((t_l + \tau_l)) < \Theta_l \) in the domain of \( U_l \) as well as \( \phi_l(t_l + \tau_l) \). The latter is true, even if a lower bound is present, because \( \phi_l(t_l + \tau_l) = \Theta_l - (T - \tau_l) > B_l \) due to condition (ii). Now, since no further spike is received, the condition Eq. (4.17) for the spike sending time is satisfied and the next spiking will take place at \( t_l + T \). Since there are no further spike receptions there are no silence conditions (4.18) to be satisfied. All neurons taken together as a network without couplings between different neurons the pattern is invariant.

We now set out to parameterize the entire nonempty class of solutions realizing the given pattern. Indeed, for simple periodic patterns this can be done analytically. The parameterization for each neuron \( l \in \{1, \ldots, N\} \) is given as follows: (i) in the case \( \theta_{l,j} \neq t_l \) for all \( j \in \{1, \ldots, N\} \),

\[
\begin{align*}
\xi_l, P(l)_{-1} &= H^{(i)}_{\phi_l}(\theta_{l,j_{P(l)}-1} - t_l), \\
\xi_l, P(l)_{-k} &= H^{(i)}_{\phi_l}(\theta_{l,j_{P(l)}-k} - \Delta_{l,P(l)} - k - 1), \\
\xi_l, P(l) &= H^{(i)}_{\phi_l}(\theta_{l,j_{P(l)}-1} - \Delta_{l,P(l)} - 1),
\end{align*}
\]

where \( k \in \{2, \ldots, M_l - 1\} \) and the neurons’ phases \( \phi_l(\theta_{l,j}), i \in \{1, \ldots, N\} \setminus \{P(l)\} \) at the spike reception times are the parameters that are subject to the restrictions (4.18). These equations also hold with \( \theta_{l,j_{P(l)}-1} - t_l = 0 \) if there is a spike reception
at \( t_l \) but no supra-threshold excitation. (ii) If there is a spike reception at \( t_l \), neuron \( l \) already reaches threshold due to its intrinsic dynamics \( \phi_l(t_l) = \Theta_l \), and there is supra-threshold excitation immediately after the reset, we have

\[
\begin{align*}
\xi_{l,P(l)-1} & \geq U_l(\Theta_l) - U_l(0), \\
\xi_{l,P(l)-2} &= H_{\phi_l(\theta_{l,P(l)-2})}^{-1}(\bar{\theta}_{l,P(l)-2} - t_l), \\
\xi_{l,P(l)-k} &= H_{\phi_l(\theta_{l,P(l)-k})}^{-1}(\phi_l(\bar{\theta}_{l,P(l)-k}) + \Delta_l,P_l(k-1)), \\
\xi_{l,P(l)} &= H_{\phi_l(t_l-\theta_{l,P(l)})}^{-1}(\phi_l(\bar{\theta}_{l,P(l)-1}) + \Delta_l,P_l(1)), \\
\end{align*}
\]

where \( k \in \{3, ..., M_l - 1\} \). The parameters are the neurons’ phases \( \phi_l(\bar{\theta}_{l,j}) \), \( i \in \{1, ..., M_l\} \setminus \{P_l(l), P_l(l)+1\} \), at the spike reception times that are subject to the restrictions (4.18) and \( \xi_{l,P(l)-1} \) which is bounded below by \( \xi_{l,P(l)-1} \geq U_l(\Theta_l) \). (iii) If there is a spike reception at \( \theta_{l,j} = t_l \), and the spike at \( t_l \) is generated by supra-threshold excitation:

\[
\begin{align*}
\xi_{l,P(l)-2} &= H_{\phi_l(\theta_{l,P(l)-2})}^{-1}(\bar{\theta}_{l,P(l)-2} - t_l), \\
\xi_{l,P(l)-k} &= H_{\phi_l(\theta_{l,P(l)-k})}^{-1}(\phi_l(\bar{\theta}_{l,P(l)-k}) + \Delta_l,P_l(k-1)), \\
\xi_{l,P(l)-1} &\geq U_l(\Theta_l) - U_l(\phi_l(\bar{\theta}_{l,P(l)})) + \Delta_l,P_l(1), \\
\end{align*}
\]

where \( k \in \{3, ..., M_l\} \). Here the parameters are the neurons’ phases \( \phi_l(\bar{\theta}_{l,j}) \), \( i \in \{1, ..., M_l\} \setminus \{P_l(l), P_l(l)+1\} \), at the spike reception times that are subject to the restrictions (4.18), (4.19) and \( \xi_{l,P(l)-1} \), which is not parameterized but only bounded below by a function of \( \phi_l(\bar{\theta}_{l,j,P(l)}) \) unless we require that the spike precisely excites the neuron to the threshold, i.e. the “=” in the last equation is valid. These relations follow directly from (4.21-4.25) by inversion and (4.17-4.19). Since the \( \xi_{l,i} \) are disjoint sums of couplings \( \varepsilon_{l,j} \), the couplings towards neuron \( l \) can be parameterized using the parameters for \( \xi_{l,i} \) and \( p(l,j) - 1 \) independent couplings per reception time \( \bar{\theta}_{l,j} \). We now demonstrate that a \( \mathcal{N} \) \((N - 1)\)-dimensional submanifold is contained in the set of solutions. In case (i) above, the Jacobian of the couplings with respect to the phases can be directly seen to have full rank \( M_l - 1 \). Therefore, parameterization (4.26) gives an \( M_l - 1 \)-dimensional submanifold of the \( M_l \)-dimensional space of \( \xi_{l,i} \). Since the \( \xi_{l,i} \) are disjoint sums of couplings \( \varepsilon_{l,j} \), an \((N - 1)\)-dimensional submanifold of networks realizing the pattern exists in \( N \)-dimensional \( \varepsilon_{l,j} \)-space, \( j \in \{1, ..., N\} \), \( l \) fixed. We further know that the trivial solution of uncoupled neurons with self-interaction constructed above is contained in case (i). Therefore, the set of parameters subject to the restrictions (4.18) is nonempty. Since it is open, there is an \((N - 1)\)-dimensional open set parameterizing the submanifold. The product of these submanifolds of all couplings is an \( \mathcal{N} \) \((N - 1)\)-dimensional submanifold which is contained in the set of solutions.
4.10 Implementing additional network features

As we have seen above, the systems of equations and inequalities (4.21)–(4.25) defining the set of admissible networks is often underdetermined. We can then require additional properties from the neurons and their interactions. So far we assumed that neurons and delays were given but arbitrary, but network coupling strengths, and therefore the connectivity, were not restricted. Now, we provide examples of how to require in advance additional features that are controlled by the coupling strengths. A connection from a neuron \( l \) to \( m \) can be absent (requiring the coupling strength \( \varepsilon_{ml} = 0 \)), taken to be inhibitory \( \varepsilon_{ml} < 0 \) or excitatory \( \varepsilon_{ml} > 0 \) or to lie within an interval; in particular, we can specify inhibitory and excitatory subpopulations.

Additional features entail additional conditions on the phases at the spike reception times which can be exploited for network parameterization, as we here and in the subsequent section demonstrate for simple periodic patterns, where we employ the same conventions as in section 4.9.

(i) If the pattern is non-degenerate, exclusion of self-interaction is guaranteed by the conditions

\[
\phi_i(\theta_{i,l}) = \tau_i \tag{4.29}
\]

if there is no spike-reception in \((t_i, \theta_i)\), and

\[
\phi_i(\theta_{i,l}) - \phi_i(\theta_{i,\sigma(\sigma^{-1}(l)-1)}) = \Delta_{i,\sigma^{-1}(l)-1} \tag{4.30}
\]

otherwise, typically reducing the dimension of the submanifold of possible networks by \( N \).

(ii) Requiring purely inhibitory networks leads to the accessibility conditions

\[
\phi_i(\bar{\theta}_{i,jP(l)-1}) \leq \bar{\theta}_{i,jP(l)-1} - t_i, \tag{4.31}
\]

\[
\phi_i(\bar{\theta}_{i,jj^{-1}l}) - \phi_i(\bar{\theta}_{i,jj}) \leq \Delta_{i,\bar{l}}, \tag{4.32}
\]

where \( i \in \{1, \ldots, M_l\} \backslash \{P(l)\} \). Since \( \phi_i(\bar{\theta}_{i,jP(l)-1}) = \bar{\theta}_{i,jP(l)-1} - t_l \), the first inequality is equivalent to \( \phi_i(\bar{\theta}_{i,jP(l)-1}) \leq \phi_i(\bar{\theta}_{i,jP(l)-1}) \). This guarantees \( \bar{\varepsilon}_{P(l)l} = H_{\phi_i(\bar{\theta}_{i,jP(l)-1})}(\phi_i(\bar{\theta}_{i,jP(l)-1})) - U_i(\phi_i(\bar{\theta}_{i,jP(l)-1})) \leq 0 \), due to the monotonicity of \( U_i \), so that the couplings summing up to \( \bar{\varepsilon}_{P(l)l} \) can be chosen to be inhibitory or zero. Analogously, the second inequality ensures \( \phi_i(\bar{\theta}_{i,jj}) \leq \phi_i(\bar{\theta}_{i,jj}) \). We note that (4.31) also covers the case of spikes received at time \( t_l \). Since their action is inhibitory, no supra-threshold excitation can occur and (4.31) yields \( \phi_i(t_l) = \phi_i(\bar{\theta}_{i,jP(l)-1}) \leq \bar{\theta}_{i,jP(l)-1} - t_l = 0 \). To parameterize all networks we can therefore successively choose \( \phi_i(\bar{\theta}_{i,jP(l)-m}), m \in \{1, \ldots, M_l - 1\} \), starting with \( m = 1 \). Inequalities (4.31) and (4.32) hold with reversed relations for purely excitatory coupling if no supra-threshold excitation occurs. Otherwise, they have to be replaced by
\[ \phi_l(\tilde{\theta}_{i,j,p}(t)_{-1}) - \tilde{\theta}_{i,j,p}(t)_{-2} \geq t_t, \quad (4.33) \]
\[ \phi_l(\tilde{\theta}_{i,j,-1}) - \phi_l(\tilde{\theta}_{i,j}) \geq \Delta_{i,t}, \quad (4.34) \]

where \( i \in \{1, \ldots, M_l\} \setminus \{P_l(t), P_l(l + 1)\} \). An additional condition at time \( t_t = \tilde{\theta}_{i,j,p(t)_{-1}} \) is not necessary, since the condition that the spike has a supra-threshold action already ensures the excitatory coupling. In general, purely inhibitory realizations can exist if the minimal inter-spike-interval of each single neuron \( l \) is larger than the neuron’s free period, i.e.

\[ \min \{t_{k+1} - t_{k} | k \in \{1, \ldots, K(l)\} \} \geq \Theta_l, \quad (4.35) \]

for all \( l \in \{1, \ldots, N\} \), where the index \( k + 1 \) has to be reduced to \( \{1, \ldots, K(l)\} \) subtracting a suitable multiple of \( K(l) \). If (4.35) is not satisfied, for some \( k \), \( \phi_l(t_{k+1}) = \Theta_l \) is not reachable from \( \phi_l(t_{k}) = 0 \). For the same reason, purely excitatory realizations can exist if

\[ \max \{t_{k+1} - t_{k} | k \in \{1, \ldots, K(l)\} \} \leq \Theta_l, \quad (4.36) \]

In the case of simple periodic patterns, for purely inhibitory coupling the inequalities (4.35) reduce to \( T \geq \max \Theta_m \). If even

\[ T > \max \Theta_m \quad (4.37) \]

holds, the trivial solution is purely inhibitory with couplings \( \varepsilon_u < 0 \). Therefore, from the statements in sec. 4.5 and the corresponding proof, we conclude that there is a submanifold of purely inhibitory networks in the set of solutions. Analogously, if

\[ T < \min \Theta_m, \quad (4.38) \]

there is a submanifold of purely excitatory networks in the set of solutions.

### 4.11 Network design on predefined connectivities

A particularly interesting special case of implementing additional network features is requiring the absence of certain connections. This just enters the restricting conditions (4.21-4.25) as simple additional equalities \( \varepsilon_{ml} = 0 \) specifying that there is no connection from \( l \) to \( m \). By specifying absent connections we generally also specify which connections are present (except in cases where \( \varepsilon_{ml} = 0 \) by coincidence), i.e. the connectivity of the network. Though very simple to implement, specifying the absence of connections is thus a very powerful tool. Since the absence of each of the \( N^2 \) connections \( \varepsilon_{ml}, m, l \in \{1, \ldots, N\} \), can be pre-specified independently, we can typically specify in advance any arbitrary connectivity of the network. A particular predefined pattern is of course not always realizable in such a network.
We illustrate this network design with predefined connectivities by a few examples (cf. [131]). The two small networks of Figure 4.5 are both networks with pre-specified absent links. Here we chose random networks of $N = 6$ neurons where each connection is present with probability $p = 0.8$. The figure displays two different networks that exhibit the same pattern. One network has been chosen so that the pattern is stable the other so that it is unstable. Interestingly, on the one hand the same pattern can be invariant in two different networks with similar statistics, on the other hand their stability properties depend on the details of the coupling configurations.

We also considered large networks by predefining exactly the presence or absence of each link according to very different degree distributions. We designed them, by varying the remaining (non-zero) coupling strengths, so that all network examples exhibit the same predefined simple-periodic pattern. Network design on specific connectivities is of course not restricted to the example cases presented here, because the sets of input coupling strengths can be specified independently from each other.

For illustration, we present four large networks of $N = 1000$ neurons realizing the same predefined periodic pattern of spikes. For simplicity, we took for all networks the in-degree equal to the out-degree for each neuron. A random degree sequence was drawn from the given degree distribution (see below) and the degrees assigned to the neurons. The networks were then generated using a Monte-Carlo method similar to those discussed in Ref. [135].

Approximately 50% of the neurons are of integrate-and-fire type, the remaining are Mirollo-Strogatz biological oscillators. The parameters of the leaky integrate-and-fire neurons are randomly chosen within $I_m \in (1.08, 2.08)$, $\gamma_m \in (0.5, 1.5)$, the parameters $b_m$ of the Mirollo-Strogatz biological oscillators are randomly chosen in $b_m \in (0.9, 1.2)$, then $a_m \in (1/(e^{b_m} - 1) - 0.1, 1/(e^{b_m} - 1) + 0.1)$. The thresholds of both neuron types are uniformly distributed within the interval $\Theta_t \in (0.8, 1.2)$. The delay distribution is heterogeneous, delays are uniformly distributed in the interval $\tau_m \in (0.1, 0.3)$, $l, m \in \{1, ..., N\}$.

Two network examples (Figs. 4.7.4.8) have random connectivity with different exponential degree distributions

$$p(k) \propto e^{-\alpha k} \quad (4.39)$$

where $k$ is the neuron degree. The other two networks (Figs. 4.9.4.10) have power-law degree distribution, according to

$$p(k) \propto k^{-\gamma} \quad (4.40)$$

For both distributions, we fixed a lower bound on the degree $k_c = 6$ so that each neuron has $k \geq k_c$ input and output connections. For networks of both distributions, we realized one with purely inhibitory coupling strengths (Figs. 4.7.4.9) and one with mixed inhibitory and excitatory coupling strengths (Figs. 4.8.4.10).

All network examples are constructed to realize the same predefined spike pattern with period $T = 1.5$. The numerical simulations (Figs. 4.7.4.10c, green or
blue bars for spiking integrate-and-fire neurons or Mirollo-Strogatz biological oscillators agree perfectly with the predefined pattern (Figs. 4.7-4.10c, underlying black bars).

Due to the simplicity of imposing absence of links, the same method can be applied to a wide variety of network connectivities. In particular, a connectivity can be randomly drawn from any kind of degree distribution; a connectivity can also be structured (e.g. correlated degrees) and one may want to implement a very detailed specific form of it, e.g., as given by real data.

As noted above, however, not all networks can be designed for any pattern; in particular it is in general necessary to have sufficiently many incoming links to each neuron so that the interaction delay times and the input coupling strengths can account for the desired phase dynamics consistent with the predefined spike pattern.

### 4.12 Designing optimal networks

In section 4.8 we derived analytical constraints specifying the set of all networks that exhibit a predefined pattern and found that often there is a multi-dimensional family of solutions in the space of networks (as defined by all coupling strengths). In the previous section we exploited this freedom to design networks the connectivity of which is specified in detail. We may also exploit the freedom of choosing a solution among many possibilities by optimizing certain network properties.

Can we design networks that optimize certain structural features and at the same time exhibit a predefined pattern dynamics? This question is a very general one and it can be addressed by considering a variety of features of neuroscientific or mathematical interest. To briefly illustrate the idea, we here focus on optimizing convex ‘cost’ functions of the coupling strengths \( \varepsilon_{lm} \) and look for those networks among the admissible ones that minimize wiring costs.

Even for this very specific problem there are a number of different approaches we can take. For instance, we can consider networks with the same type of interactions, inhibitory or excitatory, or allow for a mixture of both, or optimize for different features of the connectivity. For simplicity, we here consider small networks whose neurons are exclusively of integrate-and-fire type and allow for a mixture of inhibitory and excitatory coupling. Integrate-and-fire neurons have the advantage (for both analysis and optimization) that the constraints (4.21)-(4.25) are linear.

The most straightforward goal for optimizing wiring costs is to minimize the quadratic cost function

\[
G(\varepsilon) := \sum_{l=1}^{N} \sum_{m=1}^{N} \varepsilon_{lm}^2,
\]

A similar approach has already been successfully used when minimizing wiring costs of biological neural networks based on anatomical and physical constraints but neglecting dynamics issues, see, e.g. [42]. When minimizing the Euclidian
Figure 4.7: Network design with given connectivity. Predefined pattern in a network \((N = 1000)\) with exponential degree distribution (panel (a), \(\alpha = 0.03\)) and purely inhibitory coupling. Panel (b) displays the sub-matrix of coupling strengths between the first 50 neurons. Inhibitory couplings are red, excitatory couplings are gray. The intensity of the color is proportional to the coupling strength. Due to too faint color, some very weak couplings are invisible in the plot. The frame shows integrate-and-fire neurons in green and Mirollo-Strogatz biological oscillators in blue. (c) The numerical simulations of the designed networks (green and blue bars for integrate-and-fire neurons and Mirollo-Strogatz biological oscillators) show perfect agreement with the predefined pattern (black bars).
Figure 4.8: Network design with given connectivity. Predefined pattern in a network ($N = 1000$) with exponential degree distribution (panel (a), $\alpha = 0.1$) and mixed inhibitory and excitatory coupling. Other panels as in Figure 4.7.
Figure 4.9: Network design with given connectivity. Predefined pattern in a network ($N = 1000$) with power-law degree distribution (panel (a), $\gamma = 3.0$) and purely inhibitory coupling. Other panels as in Figure 4.7.
Figure 4.10: Network design with given connectivity. Predefined pattern in a network ($N = 1000$) with power-law degree distribution (panel (a), $\gamma = 2.5$) and mixed inhibitory and excitatory coupling. Other panels as in Figure 4.7.
Figure 4.11: Network of leaky integrate-and-fire neurons that minimizes the wiring cost in Euclidean norm by minimizing (4.41). The parameters are randomly chosen within $I_m \in (1.0, 2.0)$, $\gamma_m \in (0.5, 1.5)$ and $\Theta_m \in (0.8, 1.2)$. The delays are uniformly distributed in $\tau_m \in (0.1, 0.9)$, $l, m \in \{1, ..., N = 16\}$. Panels (a) and (c) show the network and the coupling matrix $\varepsilon_{lm}$. Panel (b) shows the histogram of the strengths of existing connections in the network. The bin size is 0.05. Panel (d) displays the predefined spike pattern (black bars) that is accurately reproduced (green bars). In the optimal network every neuron is connected to every other except the silenced neuron $l = 4$. This neuron has no outgoing connections: Since it generates no spikes, outgoing connections would be superfluous and do not appear in the optimal network.
the $\ell_2$ norm $\sqrt{G(\varepsilon)}$ by minimizing (4.41) for each row vector $(\varepsilon_{l,m})_{m \in \{1, \ldots, N\}}$ of the coupling matrix, a solution is searched among the admissible ones that is closest to the origin in the space of networks (defined by the coupling strengths).

Figure 4.11 shows an example of such an optimization. The network is almost globally connected and shows moderate variation among the individual coupling strengths. The predefined pattern dynamics is exactly reproduced. Such a network, while optimizing the wiring cost according to (4.41) does not appear to have any special features apart from apparently homogeneous and relatively small coupling strengths.

It seems that nature often designs networks in a different way, possibly so that they serve a dynamical purpose especially well. In particular evolution has not optimized most biological neural networks in the above manner: they are not close to globally coupled.

An alternative goal for optimizing wiring costs is to minimize the cost function

$$G(\varepsilon) := \sum_{j=1}^{N} \sum_{m=1}^{N} |\varepsilon_{l,m}|,$$  

(4.42)

that is, the $L_1$-norm of each row vector of the coupling matrix. When minimizing the $L_1$-norm (4.42), as before, a solution is searched among the admissible ones that is closest to the origin in the space of networks, but this time ‘close’ is defined by the $L_1$ distance measure. Interestingly, under weak conditions on the linear equality constraints, an optimal solution (4.42), searched under these constraints only, has many entries $\varepsilon_{l,m}$ equal to zero, cf. [25]. Because we typically also have many inequalities which depend on details of the pattern dynamics and are therefore uncontrolled, we cannot guarantee the zero entries for the full optimization problem (defined by equalities and inequalities) here. However, our numerics suggests that the solution in fact gives a network with many links absent and the number of links present being typically of the order of number of equality constraints.

Thus a network optimized by minimizing the $L_1$-norm is sparse, see, e.g., Fig. 4.12. Moreover, compared to the optimal $L_2$-norm solution above, this network has more heterogeneous connection strengths. Given some type of dynamics, a sparse network possibly is what biological systems would optimize for. In biological neural networks for instance, creating an additional synapse would probably use more resources (energy, biological matter, space, time, etc.) than making an existing synapse stronger.

Sparseness might possibly also be optimized in biological neural networks where requirements are met enabling other specific, functionally relevant dynamics. In general, of course, this dynamics may or may not consist of spike patterns.

The optimization problem, (4.41) and (4.42) with constraints (4.21)–(4.25), does typically not have a true optimum.

If a pattern is predefined that has more than one reception times between two successive sending events of some neuron, there usually are strict inequalities among the constraints (4.21)–(4.25). Because the functions $H^{(l)}_{\varepsilon}$ in (4.21)–(4.25) are local
Figure 4.12: Network that minimizes the wiring cost in $L_1$-norm (4.42). The parameters are randomly chosen within $I_m \in (1.0, 2.0)$, $\gamma_m \in (0.5, 1.5)$ and $\Theta_m \in (0.8, 1.2)$. The delays are uniformly distributed in $\tau_{lm} \in (0.1, 0.9)$, $l, m \in \{1, \ldots, N = 16\}$. Panels (a) and (c) show the network and the coupling matrix $\epsilon_{lm}$. Panel (b) shows the histogram of the strengths of existing connections in the network. The bin size is 0.05. Panel (d) displays the predefined spike patterns (black bars) that is accurately reproduced (green bars). The optimal network is very sparsely connected. In fact the network has one large strongly connected component, containing the neurons $\{1, 2, 3, 5, 7, 9, 10, 13, 14\}$, while the remaining neurons receive connections exclusively from this component and do not have any outgoing connections.
homeomorphisms (i.e. are continuous with local inverses that are continuous) the set of admissible coupling strengths is then not closed and thus does not contain its boundary.

During optimization, typically a solution is searched that is as close to such a boundary as possible. For instance, suppose one connection from $m$ to $l$ is inhibitory and its strength $\varepsilon_{lm}$ is desired as small as possible. Then a solution is searched where the phase $\phi_l$ of the neuron $l$ that receives a spike from $m$ is so that the phase jump that spike induces is maximal (in absolute value) when $\varepsilon_{lm}$ is held constant. This way a given desired phase jump would be achieved by a minimal coupling strength. Typically, the phase $\phi_l$ sought-after corresponds to a boundary of the set of admissible phases. For instance, if $U_l$ is concave, an inhibitory spike has the largest possible effect on $\phi_l$ (largest phase jump) at $\phi_l = \Theta_l$. The corresponding phase constraint, however, may read $\phi_l < \Theta_l$. Thus the boundary phase and therefore also the boundary coupling strength cannot be assumed. As a consequence, the optimization problem has no true solution.

We fix this problem by imposing, instead of (4.21)–(4.25) and possible additional constraints with inequalities of the type $\phi_l > x$ or $\phi_l < y$, constraint sets that are closed, i.e. $\phi_l \geq x + \kappa$ or $\phi_l \leq y - \kappa$, where $\kappa > 0$, $\kappa$ is a small cutoff (compared e.g. to the threshold). We fixed $\kappa = 0.001$ in the optimal design problems considered here.

### 4.13 Conclusion and outlook

For a general class of spiking neural network models we presented a method to determine the set of networks realizing a predefined, precisely timed periodic pattern of spikes.

In contrast to previous work on spiking neural networks which could construct one specific network realizing a simple periodic or a simple periodic and near synchronous pattern (cf. sec. 4.1), we analytically derived constraints on the coupling strengths defining the entire set of networks that give rise to an arbitrarily chosen periodic spike pattern. Our method is very general and covers networks of arbitrary size, with different types of neurons, heterogeneously distributed delays and thresholds, combinations of inhibitory and sub- and supra-threshold excitatory interactions as well as complicated stored patterns that include degenerate event times, multiple spiking of the same neuron within the pattern and silent neurons that never fire.

We have shown that there are patterns for which the set of admissible networks is empty. Once the features of individual neurons and all delays are fixed, this implies that these patterns cannot exist in any network, no matter how the neurons are interconnected. A predefined simple periodic pattern is particularly interesting because under weak assumptions, the constraint system has a solution for any such pattern. Thus, for any simple periodic pattern a realizing network is typically guaranteed to exist; we analytically parameterized all such networks and showed
that the set of admissible networks contains a $N(N-1)$-dimensional submanifold in the space of coupling strengths.

The class of networks giving rise to a particular spike pattern is typically high dimensional. This allows for further restriction of the realizable network, for instance to predefine a detailed network connectivity (fixing the absence or presence of links between each pair of neurons). We illustrated the applicability of the method by examples of Erdős-Rényi and power-law random networks that were designed to exhibit the same spike pattern.

Another important new possibility is to design networks that exhibit a pre-defined dynamics and are at the same time optimized in some way. As a first example, we considered networks minimizing wiring cost. The connectivity of biological neural networks that exhibit precise spatio-temporal spiking dynamics is typically sparse. The work presented here suggests that this sparseness may result from an optimization process that takes into account dynamical aspects. If biological neural networks indeed optimize connectivity for dynamical purposes, our results may suggest that these networks minimize the total number of connections (rather than, e.g., their total strengths) and at the same time still realize specific spiking dynamics.

One important direction of future research concerns generalizations of the methods presented. Our method used the fact that the synaptic currents have infinitesimal temporal extent. This also implies that we have to employ neurons which oscillate on their own, otherwise they will only spike if they receive supra-threshold excitation and only few and degenerate spike patterns are possible. We already derived a generalization for temporally extended couplings valid in inhibitory networks of leaky integrate-and-fire neurons and employ it in sec. 6.7.

Other questions regard dynamical network topology. The presented method was an artificial network design method. Is it also possible to learn the patterns using established learning rules or algorithms? We already derived preliminary results in this direction. Biological neural networks undergo continued changes. Can the pattern dynamics be stabilized against these changes? This would require that the changing network follows a path or discrete steps within the set of admissible networks.

Also, the dynamical properties of the stored periodic patterns of spikes have to be investigated. Of particular importance are the stability properties. Are the patterns stable? Do they persist in a noisy environment? If a network that gives rise to a particular spike pattern is embedded in a larger network: Is the original pattern still detectable? We have seen, that for arbitrary networks, the stability of the pattern depends on the specific network realization (cf. Fig. 4.5). In the next chapter we will see that it is possible to analytically derive general statements about stability properties independent of the special pattern and the special network it is realized in.

Finally, our method suggest applications to biological neural networks. Indeed, for some biological neural networks such as the stomatogastric system of crustaceans [146], the entire coupling structure as well as the desired dynamics are
known. However, the neural dynamics is high dimensional, includes bursting and non-bursting neurons, electric and chemical coupling. Generalizing and partially redeveloping the derivation presented in the current chapter, we aim at determining the class of spiking neural networks that gives rise to the dynamics. A comparison with the neurobiological anatomy could reveal optimizing principles underlying network topology found in nature.
Chapter 5

Stability properties of periodic patterns

Is a pattern of spikes generated by a heterogeneous network stable or unstable? We numerically investigated patterns in a variety of networks and found that in general the stability properties depend on the details of the network it is realized in, see Fig. 4.5 for an illustration. Given a particular orbit, the linear stability properties can also be determined analytically, similar to the exact perturbation analyses for much simpler dynamics in more homogeneous networks [179, 180]. Depending on the network architecture, the same pattern can be exponentially stable or unstable, or exhibit oscillatory stable or unstable dynamics.

In this chapter we show that for large and important classes of networks general statements about the stability properties of periodic non-degenerate patterns of spikes (i.e. patterns where no simultaneous spikings and receiveings occur, cf. sec. 4.4) are possible. In every network of neurons with congenerically curved rise functions and with purely inhibitory (or purely excitatory) coupling, a nonlinear stability analysis shows that the possible non-degenerate patterns are either all stable or all unstable. For instance, in purely inhibitory networks of neurons with rise functions of negative curvature, such as standard leaky integrate-and-fire neurons, Eq. (3.21) with $\gamma > 0$, every periodic non-degenerate spike pattern, no matter how complicated, is stable.

5.1 State of the art

For spiking neural networks, stability analyses have mostly been done in small systems with a few neurons [136, 197, 195] or for collective states, such as oscillatory and synchronous states [190, 195, 31, 30, 176] or the asynchronous state [2, 31, 79, 30, 196, 105]. Only a few studies assess the stability properties of the precise spiking dynamics in larger networks. The stability of a near-synchronous
precisely timed periodic pattern of spikes was shown in inhibitory networks with normal dissipation and in excitable networks with anomalous dissipation in [50] (cf. also sec. 4.1). Reference [208] studies purely inhibitory networks of leaky integrate-and-fire neurons (normal dissipation) without delay. For homogeneous fully connected networks the stability of the ‘splay state’ [174], characterized by evenly spaced spike times of all network neurons, is analytically proven. Numerical investigations of weakly diluted networks show that although the dynamics may be irregular, its Lyapunov exponent is negative and the dynamics finally converges to a stable periodic orbit. Also, in globally coupled networks of leaky integrate-and-fire neurons without delay, any non-degenerate periodic of spikes has been shown to be stable [98]. (We note that in [98] each coupling may contain an excitatory component, but the inhibitory action has to dominate.) Finally, in [123], for a more general class of neuron models without delay (cf. also sec. 4.1, 4.2) it was shown that a stored simple periodic pattern of spikes is even a global attractor.

5.2 The model

We study complex networks of \( N \geq 2 \) neurons in Mirolo-Strogatz phase representation as introduced in sec. 3.2 and also considered in the previous chapter, cf. sec. 4.2. The neurons interact via directed delayed connections. To avoid technicalities that are not essential related to the stability properties of periodic orbits, we focus on homogeneous delays \( \tau_{ij} = \tau \) for \( i, j \in \{1, \ldots, N\} \). Inhomogeneous delays complicate in particular the indexing of spike patterns (cf. sec. 4.7) and the tracking of perturbations (cf. sec. 6.3). The state of a neuron \( l \in \{1, \ldots, N\} \) at time \( t \in \mathbb{R} \) is characterized by one variable \( \phi_l(t) \in (B_l, \Theta_l) \), the phase of neuron \( l \), that is piecewise linear in time. In addition, there are state variables \( \sigma_l(t) \) that carry information about the sending times of spikes; these will be introduced below.

The membrane potential of neuron \( l \) is computed from the phase by the strictly monotonic increasing rise function \( U_l \) as \( U_l(\phi_l) \) (cf. sec. 3.2) which maps \( (B_l, \Theta_l) \) bijectively onto \( (B_{U,l}, \Theta_{U,l}) \). We assume that for all neurons \( l \) in the network \( U_l \) is a \( C^1 \)-diffeomorphism that is either strictly concave (normal dissipation) or strictly convex (anomalous dissipation). In secs. 5.9, 5.10 we study purely inhibitory networks with \( \varepsilon_{ml} \leq 0 \) and in secs. 5.11, 5.12 purely excitatory networks with \( \varepsilon_{ml} \geq 0 \) for all \( m, l \in \{1, \ldots, N\} \). If there is no connection from neuron \( m \) to neuron \( l \) we have \( \varepsilon_{ml} = 0 \).

Together with \( U_m \) and \( U_m^{-1} \), the transfer function \( H^{(m)}(\phi) \) is strictly monotonic increasing and differentiable both as a function of \( \varepsilon \) and of \( \phi \) so that

\[
(H^{(m)}(\phi))' = U_m'(U_m^{-1}(U_m(\phi) + \varepsilon)) = \frac{U_m'(\phi)}{U_m(U_m^{-1}(U_m(\phi) + \varepsilon))} > 0, \quad (5.1)
\]

\[
\frac{\partial H^{(m)}(\phi)}{\partial \varepsilon} = \frac{1}{U_m(U_m^{-1}(U_m(\phi) + \varepsilon))} = \frac{1}{U_m(U_m(\phi))} > 0, \quad (5.2)
\]
where \((H^{(m)}_{\varepsilon})'(\phi)\) denotes the derivative with respect to \(\phi\). This general scheme covers as special cases e.g.
the leaky integrate-and-fire neuron with \(\gamma > 0\) for normal dissipation, \(\gamma < 0\) for anomalous dissipation and the biological oscillator model introduced by Mirollo and Strogatz [136] and generalized in sec. 3.4, with rise function \(U_{MS}(\phi) = b^{-1}\ln(1 + a^{-1}\phi)\), where \(ab > 0\). \(U_{MS}\) is concave for \(b > 0\) and convex for \(b < 0\) (cf. sec. 3.4).

We assume that the spiking frequency of the neurons in the network is bounded above so that each neuron can only fire a limited amount of times within a time interval of the length of the delay time \(\tau\). Consequently, the number of spikes which have been sent before time \(t\), but have not been received before time \(t\), the number of spikes in transit at time \(t\) taken over the entire network, is bound above by some \(N_{sp} \in \mathbb{N}\), cf. [14].

Sending and receiving of spikes are the only events occurring in these systems. These events interrupt the continuous linear time evolution and constitute the only nonlinearities of the system. We here focus on the stability properties of periodic spike patterns with non-degenerate events, i.e. (i) all spikes are sent at non-identical times and (ii) are received at non-identical times and (iii) neurons receiving a spike do not generate a new spike at the same time. We now introduce the space of spike patterns of period \(T \in \mathbb{R}_+\) containing \(M \in \mathbb{N}\) spikes. Since each of the spikes can be sent by one neuron in the network, this space is naturally given by \([0, T]^M \times \{1, \ldots, N\}^M\). (Different patterns in this space can be indistinguishable when generated by a network and are thus equivalent.) We assume that this space is endowed with a continuous probability density for choosing a pattern. Then, the chosen periodic spike pattern that is to be stored in a network will be non-degenerate with probability one. This in particular excludes spikes generated by supra-threshold excitation. Patterns including such spikes need to be studied separately (cf. ch. 4, [131]). Furthermore, for brevity of presentation, we exclude neurons that do not spike in the pattern.

We now define the phase space similar to [14]. The state of the system at time \(t\) is characterized by the phases of the neurons at time \(t\), \(\phi_l(t) \in (\Theta_l, \Theta_l)\), \(l \in \{1, \ldots, N\}\) and the spikes sent by each neuron in the past. We number the firing times with respect to the order of their occurrence, \(t_i, i \in \mathbb{Z}\), where \(t_i < t_j\) for \(i < j\) and denote the neuron firing the \(i\)th spike by \(s_i\). The arrival time of the \(j\)th spike is denoted by

\[
\theta_j = t_j + \tau.
\]  

(5.3)

In fact, not all firing times \(t_i \leq t\) are necessary to characterize the state at time \(t\) but only those with \(t - \tau < t_i \leq t\), i.e. the spikes in transit at time \(t\). Since their number is bounded from above, the state space is finite dimensional. We introduce additional variables

\[
\sigma_j(t) := t - t_j
\]  

(5.4)

within \([0, \infty)\) which track the time elapsed since the sending of the \(j\)th spike until its arrival [14]: When the spike is sent at time \(t_j\),

\[
\sigma_j(t_j) = 0,
\]  

(5.5)
for all \( t_j < t < \theta_j \) and \( t > \theta_j \), \( \sigma_j(t) \) increases uniformly with unit derivative,

\[
\frac{d\sigma_j}{dt} = 1.
\]  
(5.6)

In particular

\[
\sigma_j(\theta_j^-) = \tau
\]  
(5.7)

holds just before spike arrival. At \( t = t_j + \tau \),

\[
\sigma_j(\theta_j) = \tau + 1,
\]  
(5.8)

i.e. the variable jumps about one. The original definition in [14] does not include such a jump. However, we will consider small perturbations, that are in maximum norm smaller than one. This definition of \( \sigma_j(t) \) together with the definition of the norm in phase space ensures that trajectories in which the number of spikes in transit is different have large distance (at least one). If necessary, an arbitrarily large jump can be introduced.

We tag the index of the spike arriving first after \( t \) by

\[
\kappa_0(t) = \min\{j| \theta_j - t > 0\}
\]  
(5.9)

and the index of the spike sent latest before \( t \) as

\[
\kappa_1(t) = \max\{j| t - t_j \geq 0\}.
\]  
(5.10)

Then, \( \kappa_1(t) - \kappa_0(t) + 1 \) is the number of spikes in transit at \( t \) and if \( \kappa_1(t) - \kappa_0(t) + 1 > 0 \), \( \kappa_0(t), \kappa_1(t) \) label the spikes in transit to arrive first and latest after \( t \). The future of the system is therefore fully determined by the phases \( \phi_1(t),...,\phi_N(t) \) at time \( t \) and the spikes in transit described by \( \sigma_{\kappa_1(t)}(t),...,\sigma_{\kappa_0(t)}(t) \) together with the neurons \( s_{\kappa_1(t)},...,s_{\kappa_0(t)} \) that sent them. From our assumption we have \( \max\{\kappa_1(t) - \kappa_0(t) + 1\} \leq N_p \), therefore we can define:

The state of the system is given by the state space vectors

\[
x(t) := (\phi_1(t),...,\phi_N(t),\sigma_{\kappa_1(t)}(t),...,\sigma_{\kappa_0(t)-N_p+1}(t), \nonumber \\
s_{\kappa_1(t)},...,s_{\kappa_0(t)-N_p+1})
\]  
(5.11)

in the state space \( X = (B_1, \Theta_1) \times ... \times (B_N, \Theta_N) \times \mathbb{R}_{+0}^{N_p} \times \{1,...,N\}^{N_p} \) with the neurons’ phases as first \( N \) entries, the times since each of the past \( N_p \) spikes has been sent as entries \( N + 1,...,N + N_p \) and the indices of the neurons which sent these spikes as entries \( N + N_p + 1,...,N + 2N_p \). We endow the state space with the maximum norm \(| . |\), which is in particular also taken over the last \( N_p \) entries. These last entries are the discrete indices of sending neurons. Deviations in the discrete indices generate differences between state space vectors of at least one. We will consider this as large perturbation and concentrate on small perturbations where the last \( N_p \) sending neurons of the state space vectors are equal. If necessary, the norm can be given arbitrary large weight in the last \( N_p \) so that a perturbation
Figure 5.1: Sample spiking and receiving of neuron $l$. Neuron $l$ sends the $i$th spike at time $t_i$ and receives it at time $\theta_i = t_i + \tau$. In the perturbed dynamics (red), neuron $l$ has perturbation $\delta^P_l(i)$ relative to the unperturbed dynamics (gray) before and after sending the spike. Due to $\delta^P_l(i) < 0$ and the free linear time evolution with slope one, the spike is sent about $-\zeta_i = -\delta^P_l(i)$ later than in the unperturbed case, at $\tilde{t}_i = t_i - \zeta_i$. It therefore also arrives about $-\zeta_i$ later than $\theta_i = t_i + \tau$, at $\tilde{\theta}_i = \theta_i - \zeta_i$. Due to the inhibitory coupling, neuron $l$’s perturbation after the spike arrival is a weighted mean of the perturbation $\delta^P_l(i) - 1$ before the interaction and the spike’s perturbation $\zeta_i$: $\delta^i_l = c_{il} \delta^P_l(i) - 1 + (1 - c_{il}) \zeta_i$, where $0 < c_{il} < 1$, cf. Eq. (5.51, 5.67).

The norm ensures together with Eq. (5.8) that states with small distance at time $t$ have the same number and kind of spikes in transit: The senders of the last $N_p$ spikes have to be identical, otherwise the perturbation is large due to our definition of the phase space norm. If some spike has arrived in the one state and not yet arrived in the other state, the perturbation is large due to Eq. (5.8).

### 5.3 Notation

We now characterize the network dynamics underlying a non-degenerate periodic spike pattern and its perturbation.

First, we consider the *unperturbed dynamics* generating a non-degenerate periodic spike pattern of period $T$ analogous to sec. 4.5. The periodicity of the pattern implies that also the phase dynamics is periodic with the same period (cf. sec. 4.6). Again, without loss of generality we can assume that the delay $\tau$ is smaller than $T$, otherwise we choose some sufficiently large integer multiple of $T$ as new period of the pattern. The periodic spike pattern is characterized by the firing times $t_i \in [0, T)$, $i \in \{1, \ldots, M\}$ of the $M$ spikes within the first period and the corresponding sending neurons $s_i$. Firing events in different periods are related by $t_i + nT = t_{i+nM}$ and $s_i = s_{i+nM}$, where $n \in \mathbb{Z}$. We further recall definition Eq. (4.14) of $P(i)$, the index
of the spike arriving last before the firing time $t_i$, for the case of non-degenerate patterns and homogeneous delay. For the current chapter, we slightly modify the definition since we are mainly interested in events with $t \geq 0$,

$$P(i) := \max(k_0(0) - 1, \max \{ j | t_i - \theta_j > 0 \}).$$  \hfill (5.12)

This definition also applies if $\varepsilon_{is_{P(i)}}$ is zero.

We now consider another trajectory defined by the state at time $t = 0 \in (t_0, t_1)$ that we name $\textbf{perturbed dynamics}$. (Without loss of generality, we choose $t = 0$ to lie between $t_0$ and $t_1$.) $t = 0$ is chosen so that there is no event precisely at this time. We define the perturbed phases

$$\tilde{\phi}_l(t) := \phi_l(t) + \delta_l(t),$$  \hfill (5.13)

for $l \in \{1, \ldots, N\}$ by the phases $\phi_l(0)$. The phase perturbations are $\delta_l(t)$. Further, we denote the perturbed spike variables

$$\tilde{\sigma}_j(t) := \sigma_j(t) + \zeta_j(t),$$  \hfill (5.14)

where the spike perturbations are $\zeta_j(t)$. The state at time $t = 0$ is completed by specifying $\tilde{\sigma}_j(0)$ for $j \in \{\kappa_1(0) - N_{sp} + 1, \ldots, \kappa_1(0)\}$ and by the corresponding sending spikes. We want to study the future evolution of trajectories close to each other at some point of time. So, the state of the perturbed dynamics should have small distance to the unperturbed dynamics at time $t = 0$. Changes in the last $N_{sp}$ discrete variables would imply large distances in the maximum norm on state space. Indeed, the perturbed dynamics should be interpretable as generated by applying a small perturbation to all phases and to all spikes in transit at time $t = 0$. (Perturbations to already arrived spikes still present in $x(t)$ do not influence the future time evolution and can thus be specified arbitrarily.) Changes in the last $N_{sp}$ variables, i.e., changes in the neurons that sent spikes, would be changes in the past and thus non-physical. We therefore consider perturbed trajectories where the neurons which sent the last $N_{sp}$ spikes $j \in \{\kappa_1(0) - N_{sp} + 1, \ldots, \kappa_1(0)\}$ are the same as in the unperturbed dynamics. To track the future evolution of the perturbations after $t = 0$ and to compare it to the unperturbed trajectory, we now introduce some additional concepts and notations. Together with the phases $\phi_l(t)$ and spike-in-transit variables $\tilde{\sigma}_j(t)$, the firing times $\tilde{t}_i$ and the arrival times $\tilde{\theta}_i$ of the perturbed system are distinguished from the unperturbed ones by superscribing a tilde. Analogously, $\tilde{k}_0(t), \tilde{k}_1(t)$ denote the spikes in transit to arrive first and latest after $t$ in the perturbed system. As long as the perturbations are small, they do not alter the order of events, so this notation is appropriate and we need not introduce an extra symbol for the neuron that sent the $i$th spike in the perturbed dynamics. The perturbed trajectory

$$\tilde{x}(t) := (\tilde{\phi}_1(t), \ldots, \tilde{\phi}_N(t), \tilde{\sigma}_{\tilde{k}_1}(t)(t), \ldots, \tilde{\sigma}_{\tilde{k}_1}(t) - N_{sp} + 1(t),$$

$$s_{\tilde{k}_1}(t), \ldots, s_{\tilde{k}_1}(t) - N_{sp} + 1)$$  \hfill (5.15)
for $t \geq 0$ evolves according to the network time evolution described in the model section.

Because the order of events stays unchanged for the future evolution from $t = 0$ as long as the perturbations remain small, it is convenient to work with reduced phase space vectors

$$y(t) := (\phi_1(t),...,\phi_N(t),\sigma_{k_1}(t),...,\sigma_{k_1}-N_{\phi_1+1}(t)), \quad (5.16)$$

where the unchanged part, containing the indices of firing neurons, is left out. We collect the perturbations of reduced vectors at time $t$ into the reduced perturbation vector

$$\delta(t) = (\delta_1(t),...,\delta_N(t),\tilde{\sigma}_{k_1}(t),...,\tilde{\sigma}_{k_1}-N_{\phi_1+1}(t))$$

and $-(\phi_1(t),...,\phi_N(t),\sigma_{k_1}(t),...,\sigma_{k_1}-N_{\phi_1+1}(t))$, \quad (5.17)

and tag the minimal and maximal entries

$$\delta_{\max}(t) = \max(\delta(t)), \quad (5.18)$$
$$\delta_{\min}(t) = \min(\delta(t)). \quad (5.19)$$

It is of particular interest to consider unperturbed and perturbed trajectories with the same spikes in transit, where $\delta(t)$, $\delta_{\max}(t)$, $\delta_{\min}(t)$ are given by

$$\delta(t) = (\delta_1(t),...,\delta_N(t),\zeta_{k_1}(t),...,\zeta_{k_1}-N_{\delta_1+1}(t)), \quad (5.20)$$
$$\delta_{\max}(t) = \max\{\delta_1(t),...,\delta_N(t),\zeta_{k_1}(t),...,\zeta_{k_1}-N_{\delta_1+1}(t)\}, \quad (5.21)$$
$$\delta_{\min}(t) = \min\{\delta_1(t),...,\delta_N(t),\zeta_{k_1}(t),...,\zeta_{k_1}-N_{\delta_1+1}(t)\}. \quad (5.22)$$

In particular, the initial perturbation vector reads

$$\delta(0) = (\delta_1(0),...,\delta_N(0),\zeta_{k_1}(0),0...,\zeta_{k_1}(0)-N_{\delta_1+1}(0)). \quad (5.23)$$

The perturbations do not change in the intervals between events due to the piecewise linear time evolution. It is therefore convenient to introduce some notion of event based perturbation tracking for $i \geq k_2(0) - 1$ and sufficiently small perturbations that leave the order of events unchanged.

We first define the perturbations of the spike variables $\zeta_i(t)$ for $i \geq k_1(0) - N_{\phi_1} + 1$. We note that these definitions are extended to time points before $t = 0$, where the trajectories are not necessarily close to each other but the single events considered are already similar because the trajectories will be close at $t = 0$. Since the $\zeta_i(t)$ are constant except for time intervals between their receiving in the perturbed and the unperturbed dynamics, we define $\zeta_i := \zeta_i(t)$ for $t \in [\max(t_i,\bar{t}_i),\infty) \backslash [\min(\theta_i,\bar{\theta}_i),\max(\theta_i,\bar{\theta}_i))$ and note that

$$\tilde{\theta}_i = \bar{t}_i + \tau = \theta_i - \zeta_i, \quad (5.24)$$

holds.
We now consider $i \geq \kappa_0(0)$ and the perturbations of the phases $\delta_i(t)$. We denote the perturbation of neuron $l$'s phase after the $i$th spike has arrived in both the perturbed and the unperturbed dynamics by
\[
\delta^u_i = \tilde{\phi}_l(\max(\theta_i, \tilde{\theta}_i)) - \phi_l(\max(\theta_i, \tilde{\theta}_i)),
\]
(5.25)
The spike which arrives last before $t = 0$ is the spike labeled with $\kappa_0(0) - 1$. We define
\[
\delta^u_{\kappa_0(0) - 1} := \delta_1(0).
\]
(5.26)
The perturbation can change if neuron $l$ sends or receives a spike. If neuron $l$ sends a spike the perturbation is changed for the interval $[\min(t_j, \tilde{t}_j), \max(t_j, \tilde{t}_j)]$ because the neuron is reset in one, e.g., the unperturbed, system, while it is not yet reset in the other, e.g., the perturbed, system. After it is reset in both systems the original perturbation is recovered. We conclude that except for intervals between unperturbed and perturbed spike sendings of neuron $l$, the perturbation $\delta^u_i$ remains constant and equals $\delta_1(t)$ until the next spike arrives, for $i \geq \kappa_0(0)$.
\[
\delta^u_i = \delta_1(t) \text{ for } t \in \mathbb{R}_{+, 0} \cap [\max(\theta_i, \tilde{\theta}_i), \min(\theta_{i+1}, \tilde{\theta}_{i+1})]
\]
\[
\bigcup_{j: t_j \in [\theta_i, \tilde{\theta}_{i+1}] \setminus s_j} [\min(t_j, \tilde{t}_j), \max(t_j, \tilde{t}_j)].
\]
(5.27)
For $i = \kappa_0(0) - 1$, $\theta_i$ and $\tilde{\theta}_i$ have to be replaced by 0. If some neuron $s_i$ has perturbation $\delta^u_{s_i}$, with $i > \kappa_i(0)$ before it fires at $t_i > 0$, the spike inherits this perturbation since
\[
\tilde{t}_i = t_i - \delta^u_{s_i},
\]
(5.28)
which implies that
\[
\zeta_i = \delta^u_{s_i},
\]
(5.29)
cf. Fig. 5.1. We note that this definition implies the minus sign before $\zeta_i$.

The event-based perturbation vector $\delta^t$ and the extremal perturbations $\delta^t_{\max}, \delta^t_{\min}$ are taken directly after the arrival of $i$th spike in both the perturbed and unperturbed dynamics, for $i \geq \kappa_0(0)$.
\[
\delta^t = (\delta_1^t, \ldots, \delta_N^t, \zeta_{\kappa_1(\theta_1)}, \ldots, \zeta_{\kappa_1(\theta_i)} - N_{\phi, i + 1}),
\]
(5.30)
\[
\delta^t_{\max} = \max\{\delta_1^t, \ldots, \delta_N^t, \zeta_{\kappa_1(\theta_1)}, \ldots, \zeta_{\kappa_1(\theta_i)} - N_{\phi, i + 1}\},
\]
(5.31)
\[
\delta^t_{\min} = \min\{\delta_1^t, \ldots, \delta_N^t, \zeta_{\kappa_1(\theta_1)}, \ldots, \zeta_{\kappa_1(\theta_i)} - N_{\phi, i + 1}\}.
\]
(5.32)
We note that the event-based perturbation vector $\delta^t$ equals the time-based perturbation vector $\delta(t)$ in general only within the interval
\[
\delta^t = \delta(t) \text{ for } t \in \mathbb{R}_{+, 0} \cap [\max(\theta_i, \tilde{\theta}_i), \min(\min(t_k, t_{k'} > \theta_i), \min(\tilde{t}_k, \tilde{t}_{k'} > \theta_i), \theta_{i+1}, \tilde{\theta}_{i+1})],
\]
(5.33)
\footnote{For our subsequent consideration $\zeta_i$ has to be defined as given in Eq. (5.29). If defined with a minus, $\zeta_i = -\delta^u_{s_i}$, complications arise e.g. from maximal perturbations in the phases that are transformed into minimal perturbations in the spikes.}
Figure 5.2: Perturbations that cause the event order to change for purely inhibitory networks. Sample time evolution of neuron f’s phase shown for the perturbed (red) and the unperturbed dynamics (gray). a) The order of two arrival times $\theta_i, \theta_{i+1}$ is not preserved in the perturbed dynamics, i.e. $\theta_i \geq \theta_{i+1}$, if $\zeta_i + \phi \theta_i \geq \theta_{i+1} - \theta_i$, cf. Eq. (5.34). b) A spike sending at $t_j$ is passed by an early spike arrival $\theta_i$ if $-(\delta_j^{-1} - \zeta_i) \geq \theta_i - t_j$, where $i = P(j) + 1$, cf. Eq. (5.35). c) An early spike sending occurs instead of some spike arrival $\theta_i$, if the perturbed dynamics reaches the threshold before the spike arrives at $\theta_i$, i.e. if $\delta_j^{-1} - \zeta_j \geq \Theta_{t_j} - \phi(\theta_j)$, cf. Eq. (5.37).

because as soon as spikes have been newly sent, the spike variables are changed. For $i = \kappa_0(0) - 1$ an analogous expression ($\theta_i, \theta_{i+1}$ replaced by 0) holds. Equality of the phase perturbations holds up to the next spike arrival, cf. Eq. (5.27).

5.4 Estimating the order preserving neighborhood

We will now concentrate on purely inhibitory and purely excitatory networks and determine the maximal perturbations of phases and spikes in transit so that the perturbed dynamics keeps the same order of events as the unperturbed dynamics. In other words, we determine the maximal perturbations of phases and spikes in transit so that the order of events is preserved whenever and to whatever neurons or spikes in transit they are applied. This is just half the minimal distance between possible events in the unperturbed dynamics. We concentrate on events after $t = 0$. There are only two types of events, spike arrivals and spike sendings. So, the order of events will change (or two events will overlap) for the first time in the dynamics due to a too early spike arrival or due to a too early spike sending. In both cases, the early event can happen instead of a spike arrival or instead of a spike sending event. To avoid these changes on the order of events, restrictions on the size of the perturbations are to be imposed. The strictest restrictions arise from avoiding changes in the order of subsequent events. If the order of any pair of subsequent events is conserved, also the order of every pair of events (not necessarily subsequent) is conserved. There are four possible violations of the order conservation:

i) a spike arrives where in the original order of events a different spike arrives,

ii) a spike arrives where in the original order of events a spike is sent,
iii) a spike is sent where in the original order of events a spike arrives.

iv) a spike is sent where in the original order of events a different spike is sent.

The first three cases are illustrated in Fig. 5.2 for an inhibitory network, in the fourth case the spikes of two different neurons interchange, besides it is analogous to the first case. To avoid the occurrence of case i) in subsequent arrivals, it is sufficient to ensure that the perturbations of spikes in transit are so small that $\tilde{\theta}_i < \theta_{i+1}$. Together with Eq. (5.24) this leads to the restriction

$$\zeta_{i+1} - \zeta_i < \theta_{i+1} - \theta_i$$

(5.34)

on the perturbations of spikes arriving at $\theta_i, \theta_{i+1}$ for all $i$. As an example, we here note that conditions (5.34) imply that also exchanges of higher order are excluded, e.g. $\tilde{\theta}_{i+1} > \tilde{\theta}_i$ for all $i$ implies that $\tilde{\theta}_{i+2} > \tilde{\theta}_i$ for all $i$, since $\tilde{\theta}_{i+2} > \tilde{\theta}_{i+1}$.

To avoid ii), the perturbed spike times and the perturbed subsequently arriving spikes must satisfy $\tilde{\theta}_j < \theta_{P(j)+1}$. This implies together with Eqs. (5.28, 5.24) that the perturbation of the neuron’s phase $\delta^P_{l}(\theta)$ before spiking and the perturbation of the spike arriving at $\theta_{P(j)+1}$ have to obey

$$\zeta_{P(j)+1} - \zeta_i^P < \theta_{P(j)+1} - \tilde{\theta}_j,$$

(5.35)

Case iii) leads to different restrictions for purely inhibitory and purely excitatory networks. For purely inhibitory networks, the perturbed trajectory must not reach the threshold before the spike arrives due to the intrinsic increase of the phase with time. If we first do not include a reset due to the possible reaching of the threshold, the perturbed phase of neuron $l$ just before the arrival time $\theta_j$, of the perturbed spike is

$$\phi_l(\theta_j^-) = \phi_l(\theta_j^+) + \delta^P_{l-1} + \tilde{\theta}_j - \theta_j$$

(5.36)

because the phase increases with slope one. To indeed avoid passing the threshold, $\Theta_l > \phi_l(\theta_j^+) + \delta^P_{l-1} + \tilde{\theta}_j - \theta_j$ must hold, or, equivalently,

$$\delta^P_{l-1} - \zeta_j < \Theta_l - \phi_l(\theta_j^+).$$

(5.37)

For excitatory coupling, also supra-threshold excitation can take place and thus lead to an overlap of spike arrival and spike sending. Therefore, the phase may not have reached the minimal phase $U_l^{-1}(\Theta_{U,l} - \varepsilon)$ at which a supra-threshold excitation takes place when a spike with strength $\varepsilon$ arrives. This is guaranteed by replacing $\Theta_l$ in Eq. (5.37) by $U_l^{-1}(\Theta_{U,l} - \varepsilon)$ which leads to the condition

$$\delta^P_{l-1} - \zeta_j < U_l^{-1}(\Theta_{U,l} - \varepsilon_{l_{n+1}}) - \phi_l(\theta_j^-)$$

(5.38)

for the $j$th spike arrival.

Case iv), the change of the order of two spike sendings, can be inferred analogously to case i). Two subsequent spike times $t_i, t_{i+1}$, where $i > \kappa_i(0)$ sent by any
two neurons $k, l \in \{1, \ldots, N\}$ do not interchange their order if $\bar{t}_i < \bar{t}_{i+1}$, i.e. if the perturbations of the neurons phases $\delta^{P(i)}_k, \delta^{P(i+1)}_l$ before sending obey

$$
\delta^{P(i+1)}_l - \delta^{P(i)}_k \leq t_{i+1} - t_i,
$$

(5.39)

cf. Eq. (5.28).

There is yet another restriction to the perturbed dynamics. In networks with inhibition where the neurons have a lower bound for the potential, we have to ensure that also in the perturbed dynamics the inputs do not force the membrane potential below the lower bound, i.e.

$$
U_l(\hat{\phi}_l(\bar{\theta}^-_j)) + \varepsilon_{ts_j} > B_{U,l},
$$

(5.40)

where $\varepsilon_{ts_j} < 0$, which yields using Eq. (5.36)

$$
\zeta_j - \delta^{j-1}_j < \phi_l(\theta^-_j) - U^{-1}_l(B_{U,l} - \varepsilon_{ts_j}).
$$

(5.41)

Taken together, Eqs. (5.34, 5.35, 5.37, 5.39, 5.41) imply for inhibitory networks that the order of events does not change and the dynamics does not fall below the lower threshold for a perturbation applied at any time $t$ as long as $\|\delta(t)\| < d_{\text{max}}^\text{In}$ with

$$
d_{\text{max}}^\text{In} = \frac{1}{2} \min_{i,j} \{ \min_{t_{j+1}} |\Theta_l - \phi_l(\theta^-_j)|, \min_{j} (t_{j+1} - t_j), \min_{j} (\theta_{P(j)+1} - t_j), \\
\min_{i,j} (\phi_l(\theta^-_j) - U^{-1}_l(B_{U,l} - \varepsilon_{ts_j})) \},
$$

(5.42)

where $l = \{1, \ldots, N\}, j = \{1, \ldots, M\}$ and we used that $t_{j+1} - t_j = \theta_{j+1} - \theta_j$ due to the homogeneous delay. We note for many neurons models $B_{U,l} = -\infty$, so that no restrictions arise from taking $\min_{t_{j+1}} (\phi_l(\theta^-_j) - U^{-1}_l(B_{U,l} - \varepsilon_{ts_j}))$. For excitatory neurons, Eq. (5.37) has to be replaced by Eq. (5.38) and Eq. (5.41) can be omitted so that the order is guaranteed for $\|\delta(t)\| < d_{\text{max}}^\text{Ex}$ with

$$
d_{\text{max}}^\text{Ex} = \frac{1}{2} \min_{i,j} \{ \min_{t_{j+1}} |\Theta_l - \phi_l(\theta^-_j)|, \min_{j} (t_{j+1} - t_j), \\
\min_{j} (\theta_{P(j)+1} - t_j) \},
$$

(5.43)

We computed the size of the order preserving neighborhood for purely inhibitory and purely excitatory networks. However, the generalization for mixed networks is straightforward. In considerations applying to purely excitatory, purely inhibitory and to mixed networks, we write the upper bound of the order preserving neighborhood as $d_{\text{max}}$. We note that (in contrast to irregular activity for infinite time, ch. 6) $d_{\text{max}} > 0$ due to the requirement that the spike pattern is periodic and non-degenerate.

In the following, we consider perturbations smaller than $d_{\text{max}}$ so that the order of events is preserved. In particular, we show below that for stable spike patterns
the open cubic neighborhood $||\delta(0)|| < d_{\text{max}}$ of dimension $N + N_{\text{sp}}$ is contained in the basin: Since $t = 0$ was arbitrary (without an event at this time), a trajectory reaching this neighborhood at any time will not leave it again and, for strongly connected networks, approach the periodic spike pattern. Thus, $d_{\text{max}}$ yields a lower estimate of the linear extension of the basin in the reduced phase space. For unstable spike patterns, we will show that we can find arbitrarily small perturbations with $||\delta(0)|| < d_{\text{max}}$ which grow and finally leave any $d_1$-neighborhood with $d_1 < d_{\text{max}}$.

5.5 Propagation of the perturbation

We study how perturbations change when interactions take place under the condition that they are smaller than $d_{\text{max}}$ before interaction.

We explicitly compute the perturbation $\delta^j_l$ of some neuron $l$ after the reception of spike $j$. $j \geq \kappa_0(0)$ in terms of its perturbation $\delta^{j-1}_l$, $|\delta^{j-1}_l| < d_{\text{max}}$, before the reception and the perturbation $\zeta_j$, $|\zeta_j| < d_{\text{max}}$, of the spike times. For sufficiently small perturbations as considered below we have

$$\delta^j_l = \phi_l(\theta_i + |\zeta_i|) - \phi_l(\theta_i + |\zeta_i|) \tag{5.44}$$

because $\theta_i + |\zeta_i| \geq \max(\theta_i, \bar{\theta}_i)$ and there is no event within $(\max(\theta_i, \bar{\theta}_i), \theta_i + |\zeta_i|)$. We now evaluate the original and perturbed trajectories after this reception took place in both dynamics:

$$\begin{align*}
\delta^j_l &= \tilde{\phi}_l(\theta_j + |\zeta_j|) - \phi_l(\theta_j + |\zeta_j|) \\
&= \tilde{\phi}_l(\theta_j) - \phi_l(\theta_j) + \zeta_j \tag{5.45} \\
&= H^l_{zzj} \left( \phi_l(\theta^+_j) - H^l_{zzj} \phi_l(\theta^+_j) + |\zeta_j| \right) \tag{5.46} \\
&= H^l_{zzj} \left( \phi_l(\theta^-_j) + \delta^j_l - |\zeta_j| \right) - H^l_{zzj} \left( \phi_l(\theta^-_j) + |\zeta_j| \right) \tag{5.47} \\
&= (H^l_{zzj})^l \left( \phi_l(\theta^-_j) + |\zeta_j| \right) (\delta^j_l - |\zeta_j|) + |\zeta_j| \tag{5.48} \\
&= c_{lj} (\delta^j_l - |\zeta_j|) + |\zeta_j| \tag{5.49} \\
&= c_{lj} \delta^j_l - |\zeta_j| + |\zeta_j| \tag{5.50}
\end{align*}$$

where $\xi \in [\min(\delta^j_l - |\zeta_j|, 0), \max(\delta^j_l - |\zeta_j|, 0)]$ and

$$c_{lj} = (H^l_{zzj})^l \left( \phi_l(\theta^-_j) + \xi \right). \tag{5.51}$$

The perturbations of spikes, $\zeta_j$, remain unchanged due to an interaction event. We note that $c_{lj}$ depends not only on $l, j$ but also on the perturbations, the spike pattern, and the interaction strength $\varepsilon_{lj}$. From (5.45) to (5.46), we use a case distinction for the absolute value, which yields together with $d\phi_l/dt = 1$ for the free evolution and $\bar{\theta}_j = \theta_j - \zeta_j$, the subsequent Eq. (5.46) for both cases $\zeta_j \geq 0$ and $\zeta_j < 0$.
and $\zeta_j < 0$. The employed relations together with Eq. (5.27) also lead to $\tilde{\phi}_l(\tilde{\theta}_j^{-1}) = \phi_l(\theta_j^{-1}) + \delta_l^{-1} - \zeta_j$ in (5.48). From (5.48) to (5.49) the intermediate value theorem is applied.

If $\varepsilon_{ls_j} = 0$, i.e. neuron $l$ is not a postsynaptic neuron of neuron $s_j$, we have

$$c_{lj} = 1,$$  \hspace{1cm} (5.53)

and the perturbation of neuron $l$'s phase stays unchanged. Eq. (5.51) also directly implies that the perturbations do not change if they are all identical. This reflects the time translation invariance of the system.

### 5.6 Lyapunov stable spike patterns

We now formulate and prove a Theorem about the Lyapunov stability of periodic orbits in networks with arbitrary (i.e. not necessarily strongly connected) topology.

**Theorem 1**: Consider a network with arbitrary topology where $0 < (H_{lm}(0))^j(\phi_l) \leq 1$ for all $l, m \in \{1, ..., N\}$, $\phi_l \in (B_l, \Theta_l)$. Then, any non-degenerate periodic pattern of spikes is Lyapunov stable. The event-based perturbations originating from an initial perturbation within the order preserving neighborhood, i.e. $||\delta(0)|| < d_{max}$, are bounded by $||\delta(0)||$.

**Proof**: We show by induction that the event-based perturbation does not grow in time. We consider a trajectory within the order preserving neighborhood at time $t = 0$, i.e. $||\delta(0)|| < d_{max}$. Our induction assumption is that the maximum-norm of the event-based perturbation $\delta^j$ does not exceed the maximum norm of the initial perturbation for $j \geq \kappa_0(0)$, i.e. for future evolution. Within time intervals between the same events in the perturbed and the unperturbed dynamics, the perturbation $\delta(t)$ will in general be larger. The assumption is fulfilled after the first spike arrival after zero. Just before the spike arrival at $\min(\theta_{\kappa_0(0)}, \tilde{\theta}_{a_0(0)})$, the perturbation vector $\delta(\min(\theta_{\kappa_0(0)}, \tilde{\theta}_{a_0(0)}))$, has phase perturbation entries $\delta_l(\min(\theta_{\kappa_0(0)}, \tilde{\theta}_{a_0(0)})) = \delta_l(0) = \delta_l^{a_0(0)} - 1$. As spike perturbation entries it has the spike perturbation entries of $\delta(0)$ where perhaps some of the entries have been replaced by newly sent ones at possible sending times $t_1, t_2, ... < \theta_{a_0(0)}$. According to Eq. (5.29), these new entries equal perturbations already present in the phase perturbations, so that in particular $||\delta(\min(\theta_{\kappa_0(0)}, \tilde{\theta}_{a_0(0)}))|| \leq ||\delta(0)||$ holds. Application of Eq. (5.51) implies for the event-based perturbation after the arrival of the $\kappa_0(0)$th spike

$$||\delta^{\kappa_0(0)}|| = \max_{l,i} \{||\delta_l^{\kappa_0(0)}||, |\zeta_i|\}$$  \hspace{1cm} (5.54)

$$= \max_{l,i} \{c_l \delta_l^{\kappa_0(0)} - 1 + (1 - c_l \delta_l^{\kappa_0(0)}) |\zeta_i|\}$$  \hspace{1cm} (5.55)

$$= \max_{l,i} \{c_l \delta_l(\min(\theta_{a_0(0)}, \tilde{\theta}_{a_0(0)})) - 1 + (1 - c_l \delta_l(\min(\theta_{a_0(0)}, \tilde{\theta}_{a_0(0)}))) |\zeta_i|\}$$

(5.56)
where the maximum is taken over the phase perturbations and the perturbations of the spikes in transit, \(i \in \{\kappa_{0}(\theta_{\kappa_{0}(0)}), ..., \kappa_{1}(\theta_{\kappa_{0}(0)})\}\) if \(\kappa_{0}(\theta_{\kappa_{0}(0)}) \leq \kappa_{1}(\theta_{\kappa_{0}(0)})\). We used the triangle inequality for the absolute value and \(0 < (H_{\kappa_{0}(0)}^{t_{1}})\)'(\(\phi_{1}\)) \leq 1, thus \(0 < c_{\kappa_{0}(0)} \leq 1\), to derive (5.57) from (5.56). We now show that \(|\delta^{j-1}| < d_{\text{max}}\) implies \(|\delta^{j}| \leq |\delta^{j-1}|\) for \(j > \kappa_{0}(0)\). Indeed, for any interaction, \(0 < (H_{\kappa_{0}(0)}^{t_{1}})\)'(\(\phi_{1}\)) \leq 1\) and therefore \(0 < c_{t_{j}} \leq 1\). Similarly to the begin of induction, according to Eq. (5.51) this implies after the arrival of the \(j\)th spike,

\[
||\delta^{j}|| = \max_{t_{j}}\{||\delta^{j}_{t_{j}}||, |\zeta_{i}|\}
\]

\[
\leq \max_{t_{j}}\{c_{t_{j}}||\delta^{j-1}_{t_{j}}|| + (1 - c_{t_{j}})|\zeta_{i}|, |\zeta_{i}|\}
\]

\[
\leq \max_{t_{j}}\{c_{t_{j}}||\delta^{j-1}_{t_{j}}|| + (1 - c_{t_{j}})||\delta^{j-1}||, ||\delta^{j-1}||\}
\]

\[
= ||\delta^{j-1}||
\]

where the maximum is taken over the phase perturbations and the perturbations of the spikes in transit, \(i \in \{\kappa_{0}(\theta_{\kappa_{0}(0)}), ..., \kappa_{1}(\theta_{\kappa_{0}(0)})\}\) if \(\kappa_{0}(\theta_{\kappa_{0}(0)}) \leq \kappa_{1}(\theta_{\kappa_{0}(0)})\). Therefore, \(|\delta^{j}| \leq |\delta(0)| < d_{\text{max}}\) for all \(j\). In particular, the perturbations of the spike timings do not grow larger than \(|\delta(0)|\) and the spike pattern is Lyapunov stable according to the definition of Lyapunov stability, def. (1) in sec. 2.7, where we may apply the maximum norm since norms are equivalent in finite dimensional spaces [203]. To show this, in the following short paragraph, we use \(\delta\) and \(\varepsilon\) without arguments and indices in the sense of sec. 2.7. We choose \(\delta = \min(\eta, \varepsilon)\), then

\[
||\delta(0)|| < \delta.
\]

\(t = 0\) was chosen arbitrarily so that no event occurred at this time, in particular the following holds for time origins with distance more than \(\eta\) from any event. We note that we do not need to choose the time origin ‘far enough’ from an event, because the definition of phase space already ensures that nearby trajectories have the same \(N_{\text{sp}}\) spikes sent and the same spikes in transit. According to Eqs. (5.60, 5.64), differences between spike sending and arrival times after \(t = 0\) equal phase perturbations bound from above by \(|\delta(0)|\). Thus, the lengths of the intervals \([\max(\theta_{i}, \tilde{\theta}_{i}), \min(\theta_{i+1}, \tilde{\theta}_{i+1})]\) and \([\min(t_{j}, \tilde{t}_{j}), \max(t_{j}, \tilde{t}_{j})]\) are bounded above
by \( ||\delta(0)|| < \delta \). Outside these intervals however, the perturbations are bound by \( ||\delta(0)|| < \delta \). Perturbations of phases equal event based perturbations outside these intervals (cf. Eq. 5.27) and perturbations of spikes equal previous event based perturbations of phases (cf. Eq. (5.29)). This implies that for \( t > 0 \) with distance more than \( \delta \) from any event, i.e. \( |t - t_i| > \delta \), for all \( i \geq \kappa_0(0) \), and \( |t - \theta_j| > \delta \), for all \( j > \kappa_1(0) \), we have \( ||\delta(t)|| < \delta \). Due to \( \eta \geq \delta \) and \( \varepsilon \geq \delta \), also for all \( t > 0 \) with distance more than \( \eta \) from any event, \( |t - t_i| > \eta \), for all \( i \geq \kappa_0(0) \), and \( |t - \theta_j| > \eta \), for all \( j > \kappa_1(0) \), we have

\[
||\delta(t)|| < \varepsilon
\]

and thus Lyapunov stability in the sense of def. (ii) in sec. 2.7.

### 5.7 Asymptotically stable spike patterns

We now prove a theorem stating that under certain sufficient conditions in networks that are strongly connected, almost all periodic orbits are asymptotically stable, i.e. sufficiently small perturbations to any non-degenerate periodic spike pattern decay to zero. For weakly but not strongly connected networks, this in general not the case due to their inherent hierarchical structure [178].

**Theorem 2:** Consider a strongly connected network (with irreducible adjacency matrix) where \( 0 < (H^{(0)}_l)_m(\phi_l) < 1 \) for all \( l, m \in \{1, \ldots, N\} \) with \( \varepsilon_{lm} \neq 0 \), \( \phi_l \in (B_l, \Theta_l] \). Then, any non-degenerate periodic pattern of spikes is asymptotically stable. Moreover, for initial states in the order preserving neighborhood of a periodic orbit, the dynamics converges to that orbit. In particular, a perturbed dynamics asymptotically decays to a dynamics identical to the original one up to a time shift, i.e. there is some \( c_0 < ||\delta(0)|| \), so that for almost (see proof) all \( t \) there is convergence with \( n \rightarrow \infty \) of the phases \( \tilde{\phi}_l(t + nT) - \phi_l(t + nT) \rightarrow 0 \) for \( l \in 1, \ldots, N \) and of the spike variables \( \tilde{\sigma}_j + \Delta \tilde{\sigma}_j(t + nT) - \sigma_j + \Delta \sigma_j(t + nT) \rightarrow 0 \) for \( j \in \{ \kappa_1(t) - N_p + 1, \ldots, \kappa_1(t) \} \).

**Proof:** We study the evolution of perturbations of phase and spike variables on an event by event basis. Since the perturbations are bound and the original orbit is periodic, the perturbed and unperturbed phases are bound, so that

\[
0 < c_{\min} < c_{ij} < c_{\max} < 1
\]

holds, because \( H'_l(\cdot) \) is continuous. Since Lyapunov stability follows from Theorem 1, it is sufficient to consider \( j > \kappa_1(0) \) for the asymptotic stability. According to Eqs. (5.29, 5.51),

\[
\delta_{ji} = c_{ij} \delta_{j-1} + (1 - c_{ij}) \delta_{s_{ij}}^{P(j)},
\]

so that each interaction leads to evaluating some weighted mean of the perturbation of the sending neuron at the time of sending and the perturbation of the receiving neuron at the time of receiving. In particular, Eqs. (5.67, 5.68) imply that the perturbation of a neuron \( l \) postsynaptic to neuron \( s_j \) remains unchanged at the arrival of the \( j \)th spike only if \( \delta_{ji}^{-1} = \delta_{s_{ij}}^{P(j)} \), i.e. if its perturbation at the time of
receiving equals the perturbation of the sending presynaptic neuron at the time of sending the spike. Further, from Eqs. (5.53, 5.67, 5.68), we infer that a neuron \( l \) with perturbation \( \delta^j_l \) will have a perturbation smaller than \( \delta^j_{\text{max}} \) later on, i.e.

\[
\delta^{j+n}_l < \delta^j_{\text{max}},
\]

for all \( n \in \mathbb{N} \).

If after the arrival of the \( j \)th spike, all neurons' phases \( \phi_1, \ldots, \phi_N \) and all spikes in transit \( \sigma_{n_1}(\theta_j), \ldots, \sigma_{n_k}(\theta_j) \) possess identical perturbations, the perturbed dynamics is identical to the unperturbed one up to a time shift, so that the statement of Theorem 2 holds for identical perturbations.

From now on, we thus assume that at least one neuron's phase or spike in transit has non-maximal perturbation. We show that the \textit{maximal perturbations decrease} and the \textit{minimal perturbations increase} within at most \( 2N - 1 + M_{\text{sp}} \) periods, where \( M_{\text{sp}} = \lceil N_{\text{sp}}/M \rceil \) and \( \lfloor x \rfloor \) denotes the smallest integer larger or equal to \( x \). We study the decrease of the maximal perturbation in detail, the increase of the minimal perturbation follows analogously.

First, suppose that there is no neural phase \( \phi_1, \ldots, \phi_N \) with maximal perturbation after the arrival of the \( j \)th spike, but the maximal perturbation is in the spike variables \( \sigma_{n_1}(\theta_j), \ldots, \sigma_{n_k}(\theta_j) \) only. The maximal perturbation will then decrease as soon as \( N_{\text{sp}} \) spikes have been sent because the neurons' phases do not reach maximal perturbation due to Eq. (5.69) and the newly sent spikes inherit the perturbations of the phases (Eq. (5.51)), while the original spikes carrying maximal perturbation have indices \( i \leq \kappa_1(\theta_j) \) and therefore do not occur in the new perturbation vector anymore. We conclude that a maximal perturbation present in the spikes only will decrease after \( N_{\text{sp}} \) spike sendings. Since in each period, \( M \) spikes are sent, the perturbation decays after \( M_{\text{sp}} < 2N - 1 + M_{\text{sp}} \) periods if the maximal perturbation is present in the spike variables only.

Therefore, we can assume that at least one phase has maximal perturbation and that there is at least one neuron's phase or one spike in transit that is non-maximally perturbed. At the latest after the arrival of the last spike in transit there will be a phase with non-maximal perturbation because of Eqs. (5.67, 5.68) and because the network is strongly connected, so that in particular every spike is received by at least one neuron. We consider an arbitrary neuron \( l \) which is maximally perturbed after the arrival of the \( j \)th spike. To allow it to still carry perturbation \( \delta^j_{\text{max}} \) after two periods, all its presynaptic neurons \( \text{Pre}(l) \) must have perturbation \( \delta^j_{\text{max}} \) at the beginning of the first period. Otherwise, they have smaller perturbation also later on, in particular when they emit at least one spike in the first period which arrives before the end of the second period due to \( \tau < T \). These arriving spikes then have perturbation smaller than \( \delta^j_{\text{max}} \) and decrease the perturbation of neuron \( l \) on arrival. This implies that the neurons \( \text{Pre}(\text{Pre}(l)) := \text{Pre}^2(l) \) have a perturbation of \( \delta^j_{\text{max}} \) at the beginning of the first period to allow neuron \( l \) to conserve its maximal perturbation to the end of the fourth period. Otherwise, after at most two periods, there is a neuron in \( \text{Pre}(l) \) having non-maximal perturbation whose spikes cause the perturbation of neuron \( l \) to decrease within two further periods.
Since the network is strongly connected, there are no neurons with presynaptic distance to neuron \( l \) larger than \( N - 1 \). Therefore, to ensure that neuron \( l \) keeps its maximal perturbation up to the end of the \( 2(N-1) \)th period, all \( N \) neurons have to carry perturbation \( \delta^j_{\text{max}} \) after the arrival of the \( j \)th spike. To ensure this one more period, also all spikes in transit have to carry maximal perturbation. Otherwise, within one period they cause neurons to carry a perturbation smaller than \( \delta^j_{\text{max}} \) at the end of the first period, leading after \( 2(N-1) \) further periods to a decrease of neuron \( l \)'s perturbation. This is in contradiction to the assumption that the phase perturbations and the perturbations of the spikes in transit do not all have identical entries after the arrival of the \( j \)th spike. Since \( l \) was an arbitrary neuron carrying maximal perturbation, we conclude that all phases have non-maximal perturbation after \( 2(N-1) + 1 = 2N - 1 \) periods. After further \( N_{\text{sp}} \) spike sending events all the spike variables have been replaced and inherited some non-maximal perturbation. Each period \( T \) sees \( M \) spike sending events. We defined \( M_{\text{sp}} \) to be the smallest integer multiple of the patterns period so that at least \( N_{\text{sp}} \) spikes are sent within \( M_{\text{sp}} T \). Therefore the maximum perturbation decreases within \( 2N - 1 + M_{\text{sp}} \) periods.

Arguments completely analogous to the ones above, based on averaging of perturbations and strong connectivity of the network, show that the minimal perturbation increases within \( 2N - 1 + M_{\text{sp}} \) periods.

We now show that the event-based perturbation vector converges to a vector with identical entries. We study how the perturbations evolve within multiples of \( 2N - 1 + M_{\text{sp}} \) periods. The number of arrival events within one period is \( M \). We define

\[
G_j : \delta^j \rightarrow \delta^{j+(2N-1+M_{\text{sp}})M},
\]

which maps an actual event-based perturbation vector to the vector \( 2N - 1 + M_{\text{sp}} \) periods later. We note that due to the periodicity of the spike pattern, \( G_j \) is \( M \)-periodic in the parameter \( j \), \( G_j = G_{j+nM} \), \( n \in \mathbb{N} \), in particular we will use below that \( G_{j+(n-1)(2N-1+M_{\text{sp}})M} \circ \cdots \circ G_{j+(2N-1+M_{\text{sp}})M} \circ G_j = G^0 \). From Eq. (5.48) we see that for the step from some spike receiving \( j' \) to the next receiving \( j' \), event-based perturbations of the neurons’ phases \( \delta^j_{\text{p}} \), \( l \in \{1, \ldots, N\} \), depend continuously on the previous perturbation vector, namely on the previous perturbations of phases \( \delta^{j-1}_{\text{p}} \) and on \( G_j \). Further, during such a step, the possibly newly sent spikes inherit the previous perturbations of the sending neurons, in particular they depend continuously on them, while the perturbations of the other spike variables stay constant or are eliminated from the perturbation vector due to later spikes. Taken together, we conclude that the map \( \delta^{j-1} \rightarrow \delta^j \) is continuous for any \( j' \geq \kappa_{\text{sp}}(l) \), and therefore also \( G_j \), the composition \( \delta^j \rightarrow \delta^{j+1} \rightarrow \delta^{j+2} \cdots \rightarrow \delta^{j+(2N-1+M_{\text{sp}})M} \) of \( G_j \) such maps. The sequence \( (\max[G_j^n(\delta^j)] \) is strictly monotonically decreasing, \( (\min[G_j^n(\delta^j)] \) is strictly monotonically increasing, both are bounded above by \( \delta^j_{\text{min}} \) and bounded below by \( \delta^j_{\text{max}} \). Therefore, each is convergent, say

\[
\max[G_j^n(\delta^j)] \rightarrow M_0, \text{ and } \min[G_j^n(\delta^j)] \rightarrow m_0.
\]
Furthermore, \((G^n_j(\delta'))_n\) is bound and therefore has a convergent subsequence, say
\[
G^n_j(\delta') \to \hat{\delta}.
\] (5.72)

The maximum of \(\hat{\delta}\) is
\[
\max(\hat{\delta}) = \max \{ \lim_{m \to \infty} G^n_j(\delta') \} = \lim_{m \to \infty} (\max[G^n_j(\delta')]) = M_0,
\] (5.73)
where we used that \(\max(.)\) is continuous and that \((\max[G^n_j(\delta')])_m\) is a subsequence of the sequence \((\max[G^n_j(\delta')])_n\) which converges to \(M_0\). Analogously, we compute the maximum of \(G_j(\delta)\),
\[
\max(G_j(\hat{\delta})) = \max[G_j(\lim_{m \to \infty} (G^n_j(\delta')))]
= \lim_{m \to \infty} (\max[G_j(G^n_j(\delta'))])
= \lim_{m \to \infty} (\max[(G^n_j+1(\delta'))])
= M_0,
\] (5.74)
where we used in the second step that \(\max[G_j(.)]\) is continuous and in the third that \((\max[G^n_j+1(\delta')]_m\) is a subsequence of the convergent sequence \((\max[G^n_j(\delta')]_n\).

We conclude from Eqs. (5.73, 5.74) that \(\max(G_j(\hat{\delta})) = M_0 = \max(\hat{\delta})\). For any vector \(\hat{\delta}\) with non-identical entries however, we know from the above considerations that \(\max(G_j(\hat{\delta})) > \max(\hat{\delta})\) holds. So, \(\hat{\delta}\) is a perturbation vector with \(N + N_{\text{sp}}\) identical entries,
\[
\hat{\delta} = (c_0, ..., c_0),
\] (5.75)
where we defined \(c_0 = M_0\). The same computation as above for the minimum entries reveals \(\min(G_j(\hat{\delta})) = m_0 = \min(\hat{\delta})\) (with the same \(\hat{\delta}\) as in (5.72)–(5.75)).

Because \(\hat{\delta}\) has identical entries, \(\max(\hat{\delta}) = \min(\hat{\delta}) = c_0\). Now, from Theorem 1 we infer that \(\max(\delta^{j+n(2N-1+M_0)M})\) and \(\min(\delta^{j+n(2N-1+M_0)M})\) are upper and lower bound for the entries of \(\delta^{j'}\) for all \(j' \geq j + n(2N - 1)M\). Since upper and lower bound converge towards the same value \(c_0\), the sequence \((\delta^{j'})_n\) converges,
\[
\delta^{j'} \to \hat{\delta}.
\] (5.76)

This implies
\[
\tilde{t}_{j'} \to t_{j'} - c_0 \quad (5.77)
\]
\[
\tilde{\theta}_{j'} \to \theta_{j'} - c_0 \quad (5.78)
\]
due to Eqs. (5.24, 5.28, 5.29). Thus, the spiking dynamics converges towards a spiking dynamics equivalent to the original one, namely to the original spiking dynamics shifted in time by a constant value.
Indeed, also the perturbed phase dynamics approaches the original phase dynamics shifted in time by some $-c_0$ where $|c_0| < ||\delta(0)||$ due to Theorem 1. We first consider times $t$ which do not lie between the arrivals of the same event in the perturbed and the unperturbed dynamics. The event-based perturbation vector $\delta^j$ equals the time-based perturbation vector only within the interval given by Eq. 5.33. The newly sent spikes however inherit perturbations already present in $\delta^j$ as phase perturbations due to Eq. (5.28). So, the perturbations $\delta(t)$ for

$$t \in \max(\theta_j^*, \tilde{\theta}_j^*, \bar{\theta}_j^*, \bar{\bar{\theta}}_j^*) \cup \bigcup_{\tilde{\theta}_j^* < \theta_j^*} \min(\tilde{t}_j, \bar{\tilde{t}}_j), \max(\tilde{t}_j, \bar{\tilde{t}}_j) \big)$$

(5.79)

are bound above by $\delta^j_{\text{max}}$ and bound below by $\delta^j_{\text{min}}$. Therefore, if a sequence of times $(t(j))_j$ is chosen so that $t(j)$ lies within the set given by Eq. (5.79) between the $j$th and $j+1$th arrival,

$$\delta(t(j)) \to \delta,$$

(5.80)

when $j \to \infty$. The perturbed phase dynamics approaches the shifted phases dynamics pointwise for almost all $t$ in the sense that $\delta(t_n + nT) \to \delta$ with $n \to \infty$ for almost all $t$. We take the dynamics shifted in time by $-c_0$ as reference and denote the dynamical quantities by a bar, i.e. $\bar{\phi}(t - c_0) = \phi(t)$ for the spike phases, $\bar{t}_i = t_i - c_0$ for the spike times, $\bar{\theta}_i = \theta_i - c_0$ for the arrival times and $\bar{\delta}(t)$ for the time and event-based perturbation of the perturbed dynamics relative to the shifted one. Consider times $t$ which lie between events together in the unperturbed, in the perturbed and in the shifted dynamics,

$$t \in \max(\theta_{j'}, \tilde{\theta}_{j'}, \bar{\theta}_{j'}, \bar{\bar{\theta}}_{j'}) \cup \bigcup_{\tilde{\theta}_{j'} < \theta_{j'}} \min(\tilde{t}_{j'}, \bar{\tilde{t}}_{j'}, \max(\tilde{t}_{j'}, \bar{\tilde{t}}_{j'})).$$

(5.81)

For large enough $j'$, these intervals are nonempty because of Eqs. (5.77, 5.78). If times $t(j')$ are chosen within the set between the $j'$th and $j'+1$th arrival, we have

$$\delta(t(j')) = \delta(t(j')) - c_0,$$

(5.82)

and Eq. (5.80) yields

$$\bar{\delta}(t(j')) \to 0$$

(5.83)

with $j' \to \infty$. The phase perturbations $\bar{\delta}_l(t), l = 1, ..., N,$ are however constant for all

$$t \in \bar{S}_{j'} = \max(\tilde{\theta}_{j'}, \bar{\theta}_{j'}, \bar{\bar{\theta}}_{j'}) \cup \bigcup_{\tilde{\theta}_{j'} < \theta_{j'}} \min(\tilde{t}_{j'}, \bar{\tilde{t}}_{j'}, \max(\tilde{t}_{j'}, \bar{\tilde{t}}_{j'})).$$

(5.84)

Therefore, for $t(j')$ within the set $\bar{S}_{j'}$ between $j'$th and $j'+1$th arrival, we have

$$\bar{\delta}(t(j')) \to 0$$

(5.85)
if \( j' \to \infty \). Consider \( t \neq \bar{t}_i \wedge t \neq \bar{t}_i \) for \( i \in \mathbb{N} \), i.e. \( t \) is not at the time of a shifted event. Then there is some minimal distance \( \eta = \min(\min\{|t - \bar{t}_i|, \bar{t}_i \in \mathbb{Z}\}, \min\{|t - \bar{t}_j|, \bar{t}_j \in \mathbb{Z}\}) \) separating \( t \) from any shifted event. Due to the periodicity of the dynamics, also \( t + nT \) has the same finite distance from any shifted event, \( \min(\min\{|t + nT - \bar{t}_i|, \bar{t}_i \in \mathbb{Z}\}, \min\{|t + nT - \bar{t}_j|, \bar{t}_j \in \mathbb{Z}\}) = \eta \). Because the spike dynamics converges (Eqs. (5.77, 5.78)), there is some \( D' \in \mathbb{R} \) so that \( |\bar{t}_j - \bar{t}_j| < \eta \) and \( |\bar{t}_j - \bar{t}_j| < \eta \) for all \( j > D' \) and therefore there is some \( D' \in \mathbb{R} \) so that \( t + nT \) \( n \to \infty \) will lie within any interval \( \min(\bar{t}_j, \bar{t}_j, \max(\bar{t}_j, \bar{t}_j)) \), \( \min(\bar{t}_j, \bar{t}_j, \max(\bar{t}_j, \bar{t}_j)) \), if \( n > D' \). Thus, for large enough \( n \), \( t + nT \in S_{j'} \) for some \( j' \). Further, \( j' \to \infty \) when \( n \to \infty \), so that the times \( t + nT \) form a subsequence of some sequence \( (t(j'))_{j'} \). From Eq. (5.85) we infer pointwise convergence

\[
\delta(t + nT) \to 0, \quad (5.86)
\]

\[
\Leftrightarrow \]

\[
\delta(t + nT) \to \delta, \quad (5.87)
\]

or, equivalently, pointwise convergence

\[
\tilde{\phi}_l(t + nT) \to \phi_l(t + c_0 + nT), \quad (5.88)
\]

\[
\tilde{\sigma}_{j+nM}(t + nT) \to \sigma_{j+nM}(t + c_0 + nT), \quad (5.89)
\]

where \( l \in \{1, ..., N\}, j \in \{\kappa_1(t) - N_{\kappa_1} + 1, ..., \kappa_1(t)\} \), for any initial \( t \) with \( t \neq t_i - c_0 \wedge t \neq \bar{t}_i - c_0 \) for all \( i \in \mathbb{N} \).

### 5.8 Unstable spike patterns

Now we demonstrate that for a different, equally important class of systems non-degenerate periodic spike patterns are guaranteed to be unstable.

**Theorem 3:** Consider a strongly connected network where \( (B_{\varepsilon_{lm}})'(\phi_l) > 1 \) for all \( l, m \in \{1, ..., N\} \) with \( \varepsilon_{lm} \neq 0 \) and all \( \phi_l \in \{B_l, \Theta_l\} \). Then, any non-degenerate periodic pattern of spikes is unstable.

**Proof:** We will show that for all \( d_0 > 0 \) there is a perturbation with \( ||\delta(0)|| < d_0 \) that grows and exceeds any \( d_1 < d_{\text{max}} \), so the dynamics is unstable. We assume that there is a \( d_0 > 0 \) so that there is no perturbation with \( ||\delta(0)|| < d_0 \) that grows and exceeds any \( d_1 < d_{\text{max}} \) and show that this leads to a contradiction. Obviously, we can further assume \( d_0 \leq d_1 \), otherwise there certainly is a perturbation so that \( ||\delta(0)|| < d_0 \) and \( ||\delta(0)|| > d_1 \). We will use that for all perturbations \( ||\delta_j|| \leq d_1 < d_{\text{max}}, j \geq \kappa_0(0) - 1 \), the order of events does not change and for \( j \geq \kappa_0(0) \) Eq. (5.51) is applicable. We track an initial perturbation \( \delta(0) \) that has a nonidentical maximal and minimal perturbation in the perturbations of the phases (if it would be in the spikes only, it might decay).

\[
\max_l \delta_l(0) = \delta_{\text{max}}(0) > \delta_{\text{min}}(0) = \min_l \delta_l(0), \quad (5.90)
\]
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We first show that the maximal entry of certain perturbations can only increase with time while the minimal entry can only decrease. Between zero and $\theta_{\kappa_0(0)}$, only spikes can be sent that inherit perturbations already present in the phases at time $t = 0$. Thus neither the overall maximal and minimal perturbation nor the perturbations of the phases can change. We may thus concentrate on $j \geq \kappa_0(0)$. From our presumptions, $(H^l_{t_{j-1}})'(\phi_l) \geq 1$ holds for all $l, m \in 1, ..., N$ and therefore $c_{ij} \geq 1$ for any interaction. Rewriting Eq. (5.51) as

$$\delta_l^j = (c_{ij} - 1)(\delta_l^{j-1} - \zeta_j) + \delta_l^{j-1},$$  

we directly infer that a maximal perturbation $\delta_l^{j-1} = \delta_l^{\text{max}}$ in the neurons’ phases cannot decrease due to an interaction because $(\delta_l^{j-1} - \zeta_j) \geq 0$, with $(c_{ij} - 1) \geq 0$ therefore

$$\delta_l^j \geq \delta_l^{j-1}. \quad \text{(5.92)}$$

Analogously, a minimal perturbation cannot grow, since for $\delta_l^{j-1} = \delta_l^{\text{min}}, (\delta_l^{j-1} - \zeta_j) \leq 0$ implying

$$\delta_l^j \leq \delta_l^{j-1}. \quad \text{(5.93)}$$

We now show that the property that maximal and minimal perturbations are represented in the phase perturbations is conserved, i.e. holds for $\delta_l^j$ with $j \geq \kappa_0(0)$. We use complete induction and start with the initial perturbation $\delta_{t_0}^{\text{init}(0)}$. For $\delta_{t_0}^{\text{init}(0)}$ the statement holds: Just before the the spike arrival at $\min(\theta_{\kappa_0(0)}, \tilde{\theta}_{\kappa_0(0)})$, the perturbation vector $\delta(\min(\theta_{\kappa_0(0)}, \tilde{\theta}_{\kappa_0(0)}))$ has phase perturbation entries

$$\delta_l(\min(\theta_{\kappa_0(0)}, \tilde{\theta}_{\kappa_0(0)})) = \delta_l(0). \quad \text{(5.94)}$$

The spike perturbation entries are identical to the ones of $\delta(0)$, only some might have been replaced by newly sent ones at sending times $t_1, t_2, ... < \theta_{\kappa_0(0)}$. The new spike perturbations entries equal perturbations already present in the phase perturbations, so that in particular the minimal and the maximal perturbation are still represented in the phase perturbations. Due to the interaction, the maximal phase perturbations can only grow, the minimal only decrease while the spike perturbations remain unchanged due to Eqs. 5.92, 5.93. Using $\delta_l(\min(\theta_{\kappa_0(0)}, \tilde{\theta}_{\kappa_0(0)})) = \delta_{t_0}^{\text{min}(0)} - 1 \leq 1$, we conclude that for the event based perturbation after the $j$th arrival

$$\delta_{t_0}^{\text{min}(0)} = \min_l \delta_{t_0}^{\text{min}(0)} \leq \min_l \delta_{t_0}^{\text{max}(0)} - 1$$

$$= \delta_{\text{min}}(\min(\theta_{\kappa_0(0)}, \tilde{\theta}_{\kappa_0(0)}))$$

$$< \delta_{\text{max}}(\min(\theta_{\kappa_0(0)}, \tilde{\theta}_{\kappa_0(0)}))$$

$$= \max_l \delta_{t_0}^{\text{max}(0)} - 1$$
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\[
\delta_i^{j-1} = \min_{l} \delta_i^{j-1} = \delta_{\text{min}}^{j-1} \leq \max_{l} \delta_i^{j-1} = \delta_{\text{max}}^{j-1} \leq \delta_{\text{max}}^{0} = \delta_i^{0(0)},
\]
holds. In the following, we assume for \( j \geq \kappa_0(0) + 1 \) that the maximal and minimal perturbations \( \delta_{\text{max}}^{j-1} \) and \( \delta_{\text{min}}^{j-1} \) of the perturbation vector \( \delta_{t}^{j-1} \) are represented in the phase perturbations \( \delta_t^{j-1} \),

\[
\min_{l} \delta_{t}^{j-1} = \delta_{\text{min}}^{j-1} = \delta_{t}^{j-1} = \max_{l} \delta_{t}^{j-1},
\]
and show that

\[
\min_{l} \delta_{t}^{j} = \delta_{\text{min}}^{j} < \delta_{\text{max}}^{j} = \max_{l} \delta_{t}^{j}.
\]

Perturbations of spikes with indices \( i, \kappa_1(\theta_{j-1}) \geq i \geq \kappa_1(\theta_{j-1}) - N_{\text{sp}} + 1 \) occurring in the perturbation vector \( \delta_{t}^{j-1} \) are bound by \( \delta_{\text{min}}^{j-1} \) and \( \delta_{\text{max}}^{j-1} \). Their value does not change but they can be replaced by the perturbations of new spikes \( i, \kappa_1(\theta_{j-1}) < i \leq \kappa_1(\theta_{j}) \), sent between \( \theta_{j-1} \) and \( \theta_{j} \). Due to Eq. (5.28) these new spikes \( i \) inherit a perturbation \( \zeta_i = \delta_{P(i)}^{j-1}, P(i) = j - 1 \), already present in the phases and therefore also bound by \( \delta_{\text{min}}^{j-1} \) and \( \delta_{\text{max}}^{j-1} \). When the \( j \)-th spike arrives, the size of the perturbations of spike variables do not change while the perturbations of the phases change according to Eq. (5.51). Eqs. (5.92, 5.93) imply that the maximal perturbation of the phase can only increase and the minimal perturbation can only decrease, so that the new extremal perturbations of the phase are the extremal perturbations of the new perturbation vector,

\[
\delta_{\text{min}}^{j} = \min_{l} \delta_{t}^{j} \leq \min_{l} \delta_{t}^{j-1} = \delta_{\text{min}}^{j-1} < \delta_{\text{max}}^{j-1} = \max_{l} \delta_{t}^{j-1} \leq \max_{l} \delta_{t}^{j} = \delta_{\text{max}}^{j}.
\]

After we have seen that for the perturbations considered the maximal perturbation can only increase while the minimal perturbation can only decrease and both are always represented in the phases, we show that the maximal perturbation indeed has to grow within \( 2(N - 1) \) periods as long as \( ||\delta_{t}^{0}|| \leq \delta_{t}^{1} \). We assume that the perturbation does not grow within \( 2(N - 1) \) periods and show that this assumption leads to a contradiction. First, we consider the case that the perturbation of some neuron \( l \) which is maximally perturbed, \( \delta_{l}^{j} = \delta_{\text{max}}^{j} \), after the arrival of the \( j \)-th spike, decreases. Due to Eq. (5.91), this can only happen within two periods if there was an arrival of a spike \( i, j < i \leq j + 2M, \) with \( \zeta_i > \delta_{\text{max}}^{j} \). This implies that the maximal perturbation must have grown which already contradicts our assumption. Therefore, we can assume that the perturbation of maximally perturbed neurons \( l \) does not decrease. However, Eqs. (5.53, 5.91) imply that the perturbation of neuron \( l \) stays constant only if \( \delta_{l}^{j-1} = \zeta_i \) or \( \varepsilon_{l_i} = 0 \), i.e. to ensure that neuron \( l \) keeps its perturbation \( \delta_{l}^{j} = \delta_{\text{max}}^{j} \), all arriving spikes \( \zeta_i, j < i \leq j + 2M \) with \( \varepsilon_{l_i} \neq 0 \) must have maximal perturbation. This implies that all presynaptic neurons \( \text{Pre}(l) \) have perturbation \( \delta_{\text{max}}^{j} \) when they spike within the first period, because their spikes arrive before the end of the second period due to \( \tau < T \) and the
spikes have inherited the sending neurons’ perturbation due to Eq. (5.28). If the maximal perturbation has not yet increased, the perturbation of neurons with perturbation $\delta^i_{\text{max}}$ cannot decrease so that neurons Pre(l) have maximal perturbation later on, in particular at the end of the second period. However, to ensure that the perturbation of neurons Pre(l) does not increase within the next two periods, also all neurons Pre(Pre(l)) have to carry perturbation $\delta^i_{\text{max}}$ when they spike in the third period, which entails that they carry perturbation $\delta^i_{\text{max}}$ at the end of the fourth period. To ensure that the maximal perturbation does not increase up to the $2(N-1)$th period, all neurons would have to carry perturbation $\delta^i_{\text{max}}$ at the end of the $2(N-1)$th period in contradiction to the fact that the minimal perturbation cannot grow and is represented in the perturbations of the neurons’ phases, so that there is at least one neuron $m$ with $\delta^i_m + 2^{(N-1)M} \leq \delta^i_{\text{min}} < \delta^i_{\text{max}}$ at the end of the $2(N-1)$th period. Therefore, our assumption is wrong and the maximal perturbation grows within at least $2(N-1)$ periods. A completely analogous consideration shows that the minimal perturbation decreases within at least $2(N-1)$ periods.

Therefore, the sequence $(\max(\delta^i + n(2N-1)^{M}))_n$ is strictly monotonic increasing and $(\min(\delta^i + n(2N-1)^{M}))_n$ is strictly monotonic decreasing, due to our assumption they are bound from below and above by $-d_1$ and $d_1$ and therefore converge,

\[
\begin{align*}
\max(\delta^i + n(2N-1)^{M}) & \to M_0, \\
\min(\delta^i + n(2N-1)^{M}) & \to m_0.
\end{align*}
\]

Furthermore, $(\delta^i + n(2N-1)^{M})_n$ is bound with respect to $\|\cdot\|$ by $d_1$ and therefore has a convergent subsequence, say

\[
\delta^i + n_M(2N-1)^{M} \to \hat{\delta},
\]

We define $G_j$, which maps an actual event-based perturbation vector to the vector $2N-1$ periods later

\[
\tilde{G}_j: \delta^i \to \delta^i + (2N-1)^{M}.
\]

Like $G_j$ defined in Eq. (5.70), $G_j$ is continuous and $M$-periodic in $j$. With the same computations as for the proof of stability, we conclude $\max(\delta) = M_0$, $\max(\tilde{G}_j(\delta)) = M_0$, so

\[
\max(\hat{\delta}) = \max(\tilde{G}_j(\hat{\delta}))
\]

Since $\delta^i + n_M(2N-1)^{M}$, $\delta^i + n_M(2N-1)^{M}$ are always represented in the finitely many phase perturbations, we can find constant indices $l', l'' \in \{1, ..., N\}$ so that

\[
\delta^i + n_{M'}(2N-1)^{M} = \delta^i + n_{M'}(2N-1)^{M}
\]

and

\[
\delta^i + n_{M''}(2N-1)^{M} = \delta^i + n_{M''}(2N-1)^{M}
\]

for subsequences $(n_{M'})_{M'} \subset (n_M)_m$, $(n_{M''})_{M''} \subset (n_M)_m$. Since max and min are continuous, $\delta^i = \max(\hat{\delta})$ and $\delta^i = \min(\hat{\delta})$ so the extremal perturbations are
Figure 5.3: Asymptotic stability of non-degenerate periodic spike-patterns in purely inhibitory, strongly connected networks of neurons with concave rise function. Sparse inhibitory network (a) of three leaky integrate-and-fire neurons (green) and two Mirolo and Strogatz biological oscillators (blue) (cf. sec. 3.4). The rise functions are concave as displayed in (b) for neurons 2 (blue) and 4 (green). (c) displays the dynamics by showing the time difference $\Delta t$ between the actual spike (colored according to the sending neuron) minus the time of last preceding spike of neuron 1 versus the total time elapsed. The network has been designed to realize a predefined pattern. At time $t = 30T$ a perturbation inside the minimal basin is applied, at $t = 60T$ a perturbation inside the basin but outside the minimal basin and at $t = 90T$ a perturbation outside the basin. (For details, see text.)

represented in the perturbations of the phases of the limit perturbation vector $\delta$. This implies that the minimum and maximum of $\delta$ would change under $G_j$ if $\delta$ had nonidentical entries. Due to Eq. (5.103), this is not the case, so $\delta$ has identical entries. Since also $\min(\delta) = m_0$ we conclude $M_0 = m_0$ in contradiction to $m_0 \leq \min \delta(0) < \max \delta(0) \leq M_0$. Therefore, our initial assumption is wrong and there are arbitrarily small initial perturbations that finally exceed any $d_1 < d_{\text{max}}$, where $d_{\text{max}} > 0$ is given in sec. 5.4.
5.9 Purely inhibitory networks with normal dissipation

**Corollary 4:** In purely inhibitory arbitrarily connected networks with concave rise function (i.e. normal dissipation), $U'' < 0$, any non-degenerate spike pattern is stable. In purely inhibitory strongly connected networks with concave rise function, any non-degenerate spike pattern is even asymptotically stable. The order preserving neighborhood lies within the basin of attraction, i.e. the dynamics is stable at least against perturbations smaller than $d_{\max}^n$.

**Proof:** In networks with normal dissipation we have for any $l$ and $\varepsilon < 0$

$$H_\varepsilon^{(l)}(\phi_l) = H_0^{(l)}(\phi_l) = \phi_l,$$

(5.106)

due to the monotonicity of the transfer function and

$$0 < U_l'(\phi_l) < U_l'(H_\varepsilon^{(l)}(\phi_l)),$$

(5.107)

because $U$ is concave. This implies

$$0 < (H_\varepsilon^{(l)})'(\phi_l) = \frac{U_l'(\phi_l)}{U_l'(H_\varepsilon^{(l)}(\phi_l))} < 1,$$

(5.108)

and Theorem 1 yields the first part of the statement (simple stability). Further, for strongly connected networks we can apply Theorem 2 and the definition of the order preserving neighborhood Eq. (5.42) for purely inhibitory networks which yields the second part of statement (asymptotic stability and minimal basin of attraction).

Fig. 5.3 illustrates the statement of Corollary 4. The parameters in the figure are $\gamma = 0.3, 0.8, 1.2$ for the leaky integrate-and-fire neurons and $b = 0.5, 1$ for the Mirollo-Strogatz biological oscillators. The thresholds of the potentials are $\Theta_{U,l} = 1$, the connections are delayed with $\tau = 0.125$. The remaining neuron parameters $I$ and $a$ are chosen so that the free period is normalized to 1. Applying the methods introduced in ch. 4, the network has been designed to realize the periodic pattern of spikes $t = \{0, 0.60, 0.67, 0.94, 1.46, 1.85, 2.19\}$ (rounded to two decimal digits) with sending neurons $s = \{1, 4, 3, 2, 5, 4, 2\}$, randomly chosen from the patterns with period $T = 2.5$ and seven spike times, as invariant solution. The non-degenerate spike pattern is stable, where all trajectories with maximal distance smaller than $d_{\max}^n \approx 0.03$ (cf. Eq. (5.42)) are certainly attracted. Around times $30T, 60T$ and $90T$ perturbations are applied. The first perturbation has maximum norm slightly smaller than $d_{\max}^n$, the dynamics therefore stays within the minimal basin of attraction and relaxes back towards the original pattern. The second and third perturbation have maximum norm $1.8d_{\max}^n$. After the second perturbation the trajectory starts outside the minimal basin but still within the basin of attraction, as can be seen from the numerical simulation. The third one perturbs the trajectory out of the basin of attraction into the basin of a different non-degenerate spike pattern.
Figure 5.4: Instability of non-degenerate periodic spike-patterns in purely inhibitory, strongly connected networks of neurons with convex rise function. The inhibitory network (a) has the same rough topology, neuron types and delays as the one in Fig. 5.3 and it is designed to show the same periodic pattern of spikes as invariant dynamics. However, the rise functions (b) are now convex as displayed in (b) for neurons 2 and 4. The pattern is therefore unstable, as displayed in (c). The three perturbations do not change the irregular dynamics qualitatively. (For details, see text.)

5.10 Purely inhibitory networks with anomalous dissipation

Corollary 5: In purely inhibitory strongly connected networks with convex rise function (anomalous dissipation) any non-degenerate spike pattern is unstable.

Proof: In networks with anomalous dissipation, for $\varepsilon < 0$,

$$U_t'(\phi) > U_0'(H_0^{(I)}(\phi)) > 0,$$

because $H_0^{(I)}(\phi) < \phi$ due to the monotonicity of the transfer function and $U_t$ is convex. This implies

$$(H_0^{(I)})'(\phi) = \frac{U_t'(\phi)}{U_0'(H_0^{(I)}(\phi))} > 1,$$

and application of Theorem 3 yields the statement.

An illustration to corollary 5 is given in Fig. 5.4. The network has been designed to realize the same pattern as in Fig. 5.3 and to have the same rough topology. The
neurons now have convex rise function: The parameters are $\gamma = -0.3, -0.8, -1.2$ for the leaky integrate-and-fire neurons and $b = -0.5, -1$ for the Mirollo-Strogatz biological oscillators. (Other network parameters as in Fig. 5.3.) Due to the convex rise function, the pattern is unstable, as displayed in (c). The dynamics quickly leaves the periodic orbit corresponding to the spike pattern already due to growth of numerical errors. For purely inhibitory networks there is no obvious stabilizing mechanism such as supra-threshold excitation, and, indeed, we find continued irregular activity. The three perturbations at times $30T, 60T$ and $90T$ do not change this dynamics qualitatively.

5.11 Purely excitatory networks with normal dissipation

Corollary 6: In purely excitatory, strongly connected networks with concave rise function (normal dissipation) any non-degenerate spike pattern is unstable.
Proof: In networks with normal dissipation we have for any $l$ and $\varepsilon > 0$,

$$H_{\varepsilon}^{(l)}(\phi) > H_{0}^{(l)}(\phi) = \phi,$$

(5.111)

due to the monotonicity of the transfer function and

$$U_{l}^{\prime}(\phi) > U_{l}^{\prime}(H_{\varepsilon}^{(l)}(\phi)) > 0,$$

(5.112)

because $U$ is concave. This implies

$$(H_{\varepsilon}^{(l)})^{\prime}(\phi) = \frac{U_{l}^{\prime}(\phi)}{U_{l}^{\prime}(H_{\varepsilon}^{(l)}(\phi))} > 1,$$

(5.113)

and application of Theorem 3 yields the statement.

The typical dynamics of such a network is illustrated by Fig. 5.5. The rough topology and the neuron parameters are chosen as in Fig. 5.3. The delay time $\tau$ is scaled by a factor of 0.3. The network is designed so that the dynamics has the periodic random pattern of spikes $t = \{0, 0.18, 0.20, 0.28, 0.44, 0.56, 0.66\}$ with sending neurons $s = \{1, 4, 3, 2, 5, 4, 2\}$ and period $T = 0.75$ as invariant solution. This is the pattern of Fig. 5.3 scaled by a factor 0.3 so that it can be realized by a completely excitatory network with neurons of intrinsic period one. The non-degenerate spike pattern is unstable. Already due to increase of numerical error, the dynamics leaves the pattern and converges to a different pattern of spikes. This pattern is stable, as can be seen from the perturbations applied at times $30T, 60T$.

It therefore must be degenerate. Indeed, it is stabilized by supra-threshold excitation: neuron 5 excites neurons 2, 4 over the threshold to simultaneous firing, these neurons in turn excite neurons 1, 3 over the threshold. The perturbation at $90T$ is large enough to cause the dynamics to leave its basin of attraction and to assume a different pattern, which is again stabilized by supra-threshold excitation.

5.12 Purely excitatory networks with anomalous dissipation

Corollary 7: In purely excitatory arbitrarily connected networks with convex rise function (anomalous dissipation) any non-degenerate spike pattern is stable. In purely excitatory strongly connected networks with convex rise function any non-degenerate spike pattern is asymptotically stable. The order preserving neighborhood lies within the basin of attraction, i.e. the dynamics is stable at least against perturbations smaller than $\varepsilon_{\text{MAX}}$.

Proof: For $\varepsilon > 0$ in networks with convex $U_{l}$,

$$0 < U_{l}^{\prime}(\phi) < U_{l}^{\prime}(H_{\varepsilon}^{(l)}(\phi)),$$

(5.114)

holds because $H_{\varepsilon}^{(l)}(\phi) > \phi$. This implies

$$0 < (H_{\varepsilon}^{(l)})^{\prime}(\phi) = \frac{U_{l}^{\prime}(\phi)}{U_{l}^{\prime}(H_{\varepsilon}^{(l)}(\phi))} < 1,$$

(5.115)
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Figure 5.6: Asymptotic stability of non-degenerate periodic spike-patterns in purely excitatory, strongly connected networks of neurons with convex rise function. The excitatory network (a) has the same rough topology, neuron types and delays as the one in Fig. 5.5 and it is designed to show the same periodic pattern of spikes as invariant dynamics. The rise functions are now convex as displayed in (b) for neurons 2 and 4. The pattern is asymptotically stable. At time $t = 30T$ a perturbation inside the minimal basin is applied, at $t = 60T$ a perturbation inside the basin but outside the minimal basin and at $t = 90T$ a perturbation outside the basin are applied. (For details, see text.)
and we can apply Theorem 1 which yields the first part of the statement (simple stability). Further, for strongly connected networks, Theorem 2 and the definition of the order preserving neighborhood Eq. (5.43) for purely excitatory networks yield the statement (asymptotic stability and minimal basin of attraction).

An illustration is given by Fig. 5.6. The rough network topology and the neuron parameters are the same as in Fig. 5.4. The pattern is asymptotically stable with a basin of attraction so that any trajectory with maximal distance less than $d_{\max}^{\text{ex}} \approx 0.008$ is certainly attracted. The dynamics (c) is perturbed with a vector of maximum norm less than $d_{\max}^{\text{ex}}$ at time $t = 30T$. Indeed, it relaxes back towards the original spike pattern. At times $t = 60T$, $t = 90T$ two different perturbations with maximum norm $6d_{\max}^{\text{ex}}$ are applied. At $t = 60T$ the trajectory is perturbed outside the minimal basin (e.g. the firing times of neurons 3 and 4 are interchanged) but it lies still within the basin of attraction, at $t = 90T$, the basin of attraction is left and the dynamics converges to a different stable periodic pattern, which is in fact degenerate and additionally stabilized by supra-threshold excitation: A firing event of neuron 2 is generated by a supra-threshold input from neuron 3.

### 5.13 Conclusion and outlook

We have analytically studied the stability properties of a general class of periodic orbits for multi-unit systems with delayed couplings and complex connectivity structure, where particular emphasis was put on the mathematically rigorous formulation.

One of the most basic properties of a periodic pattern of spikes is its stability or instability against small perturbations. Numerical simulations have shown that in mixed networks, networks having both excitatory and inhibitory interactions, periodic patterns can be both stable or unstable (cf. ch. 4). For purely excitatory or purely inhibitory networks where the rise functions are congenerically curved, general statements about the stability properties of non-degenerate periodic patterns of spikes have been derived in the present chapter: For arbitrary underlying network connectivity we analytically showed that

(i) In purely inhibitory networks with concave rise function (normal dissipation) any non-degenerate spike pattern is stable. If the network is strongly connected, any non-degenerate spike pattern is asymptotically stable (Corollary 4, sec. 5.9).

(ii) In purely excitatory strongly connected networks with concave rise function (normal dissipation) any non-degenerate spike pattern is unstable (Corollary 6, sec. 5.11).

(iii) In purely inhibitory strongly connected networks with convex rise function (anomalous dissipation) any non-degenerate spike pattern is unstable (Corollary 5, sec. 5.10).
(iv) In purely excitatory networks with convex rise function (anomalous dissipation) any non-degenerate spike pattern is stable. If the network is strongly connected, any non-degenerate spike pattern is asymptotically stable (Corollary 7, sec. 5.12).

For asymptotically stable periodic spike patterns in strongly connected networks we also derived an analytic expression for a minimal basin of attraction.

The proof of stability is based on the observation that interactions lead to averaging of perturbations so that differences between the maximal and the minimal perturbation can only decrease at interactions. If the network is strongly connected, the averaging takes place over the entire network leading to asymptotic stability. In weakly but not strongly connected networks we cannot expect asymptotic stability in general. A simple counterexample is given by a network where several neurons do not receive any input. Their firing sub-pattern will not be asymptotically but only Lyapunov stable.²

The proof of instability is based on the observation that for certain arbitrarily small perturbations, the difference between the maximal and the minimal perturbation can only increase on interactions so that these perturbations grow until they are large (i.e. they have the size to interchange event order). Implications of only weakly connected network topology remain to be investigated.

A linear stability analysis employing the Frobenius and Gershgorin Theorems [125] as applied in [177] to much simpler dynamics is probably also possible. The nonlinear stability analysis has the advantage that we can derive information about the size of the basin of attraction and that it allows for a generalization to irregular dynamics (cf. ch. 6). So, we concentrated exclusively on this method.

Degenerate patterns with simultaneous events such as simultaneous spike sendings and arrivals can be unstable or stable. In particular, in networks in which all non-degenerate patterns are stable there can also be unstable periodic patterns. For excitatory coupling and concave rise function, where non-degenerate patterns are unstable, degenerate patterns can be stabilized by supra-threshold excitation, because supra-threshold excitation eliminates small perturbations, cf. [181], so these patterns are observed as attractors in numerical simulations, cf. Fig. 5.5. In contrast, in purely inhibitory coupled networks with convex rise function, there is no such obvious stabilization mechanism (as long as no additional features are introduced) and indeed, we find continued irregular activity after the dynamics has left the unstable periodic pattern. This regime remains to be studied in detail.

Precisely timed patterns of spikes have been found in neurobiology [6, 66, 152, 67]. For their identification, statistical methods have been derived in [66, 151]. In model neural networks with currents of infinitesimal temporal extent, degenerate spike patterns that are stabilized by supra-threshold excitation can be highly robust and arbitrarily precise also when perturbations are present. In a preliminary study, together with G. Pipa, we analyzed the spike data from such model neural networks

²For general implications of the inherent hierarchical structure of weakly connected networks see [178].
with the method proposed in his thesis [151]. Indeed the predicted patterns were found. Future research will quantify this agreement also for non-degenerate spike patterns whose stability has been established in the recent chapter and for different model neurons. On the one hand this will test the statistical methods used in neurobiology. On the other hand it will show for which model parameters precisely timed patterns of spikes occur in the model spike trains and how appropriate the models are for the description of neural activity.

Another important direction of future research concerns the robustness of the current results against the introduction of noise or against changes of the model, e.g., introduction of few excitatory couplings in inhibitory networks or introducing synaptic couplings with finite time course. Some respective results are derived towards the end of the next chapter, in sec. 6.7.

The results presented in the recent chapter suggest the question if we can generalize our proofs and derive statements about the stability properties of irregular, non-periodic dynamics. In the next chapter, we will see that this is indeed possible. However, we will face additional complications arising, e.g., from the fact that for irregular network activity arbitrarily small time intervals between events occur with positive probability that increases with time to one.
Chapter 6

Stability of irregular dynamics

Irregular activity in high dimensional systems is often associated with chaos. For sparse balanced networks of neurons a \textquoteleft balanced state\textquoteright of highly irregular activity arises under different conditions. In balanced networks, excitatory and inhibitory inputs have the same order of magnitude. For neural networks of simple units the balanced state is associated with chaos, cf. [198, 199]. It was conjectured that the chaoticity is an emergent property of large, sparse balanced networks and is thus also present for networks of more detailed neuron models [198, 199]. In balanced spiking neural networks, the mean input is subthreshold so that spikes are generated by fluctuations of the membrane potential. The spike statistics is similar to a Poisson process. The balanced state in purely inhibitory and in mixed, excitatory and inhibitory, finite networks is approximated by the same mean field theory [31, 30] and has very similar statistical properties (cf. Fig. (6.1)). We analyze the irregular dynamics in purely inhibitory networks of neurons with normal dissipation and, using a Poissonian approximation, analytically show that the generic irregular dynamics is \textit{stable} in contrast to the \textit{chaotic} dynamics in mixed networks. The considerations are also valid for non-balanced networks as long as the dynamics is sufficiently irregular. The proof generalizes ideas presented in chapter 5 to non-periodic dynamics. We show that the stable dynamics is robust against changes of the neuron properties. Finally, a transition to chaotic dynamics occurs when sufficiently many excitatory couplings are introduced and when the decay time constant of the synaptic currents is sufficiently large. This chaotic dynamics may be transient but it dominates the network dynamics for long times. Our results highlight that chaotic and stable dynamics are equally capable of generating irregular neuronal activity.

We did this study together with S. Jahnke. Parts of the results are presented in his Diploma thesis [93] and, in Letter form, in our article [95]. An exhaustive article is currently prepared with shared first authorship [94].
Figure 6.1: Irregular dynamics in purely inhibitory (a-c) and inhibitory and excitatory (d-f) coupled recurrent random networks of leaky integrate-and-fire neurons ($N = 400$, $\gamma_i \equiv 1$, $\phi_{\theta;j} \equiv 1$, $\tau_{ij} \equiv 0.1$, $|\text{Pre}(i)| \equiv 80$). (a,d) Spiking dynamics (a) $\sum_j \varepsilon_{ij} \equiv -16$, $I_i \equiv 4$, $N_E = 0$; (d) $\sum_j \varepsilon_{ij} \equiv -11$, $I_i \equiv 2.95$, $N_E = 1600$, where the $N_E$ excitatory couplings are distributed so that each neuron has the same number of excitatory inputs. The upper panel displays the spiking times (blue lines) of the first 40 neurons. The lower panel displays the membrane potential trajectory of neuron $i = 1$ (spikes of height $\Delta V = 2$ added at firing times). (b,c,e,f) Histogram of mean firing rates $\nu_i$. (c,f) Histogram of the coefficients of variation $\text{CV}_i := \sigma_i / \mu_i$; $\mu_i = \langle \hat{r}_{ik+1} - \hat{r}_{ik} \rangle_k$; $\mu_i := \left\langle \left( \hat{r}_{ik+1} - \hat{r}_{ik} - \mu_i \right)^2 \right\rangle_k$ averaged over time.
6.1 State of the art

In refs. [198, 199], the activity in a network of simple binary neurons, where excitatory and inhibitory inputs have the same order of magnitude was studied. The studies showed that for sparse networks in the large $N$ limit, the dynamics underlying the irregular balanced state is chaotic. It was conjectured that irregular chaotic dynamics is an emergent property of balanced networks and that it occurs also in networks of more detailed neuron models.

In ref. [200] dilated, purely excitatory networks of spiking neurons of the Mirollo-Strogatz type (cf. ch. 3) with normal dissipation are considered. The irregular transients that dominate the network dynamics for sufficiently large networks are shown to be chaotic. For globally coupled purely excitatory networks, a stability analysis reveals the presence of unstable attractors [180]. These are states with a basin of attraction that has positive volume but the attracting states are surrounded by the basins of attraction of other states so that an arbitrarily small perturbation leads the dynamics to leave the original state and to switch to another state. In [201] purely inhibitory networks of leaky integrate-and-fire neurons without delay are studied. The authors prove analytically that for homogeneous, fully coupled networks the dynamics converge to the stable 'splay state' [174], characterized by evenly spaced spike times of all network neurons. Weakly diluted networks are investigated numerically. Although the dynamics is irregular, its Lyapunov exponent is negative. The irregular dynamics is stationary until it finally converges to a periodic orbit. However, the length of the transient grows exponentially with the network size so that the transient dominates the dynamics. Another article, [198], considers globally coupled networks of leaky integrate-and-fire neurons without delay, where inhibition dominates every coupling. The results indicate that the irregular dynamics is stable and converges to a periodic orbit (for further comments, see end of sec. 6.5). Numerical results derived in a related article were interpreted as indication for chaoticity of the dynamics if coupling delays are included [76], cf. appendix A.

6.2 The model

We consider Mirollo-Strogatz neurons as introduced in chapter 3. We slightly adapt our notation to our article [95]. We thus shortly recall the model using the modified notation. As in the previous chapters, networks of $N$ neurons interact via directed couplings by sending and receiving spikes. If such a directed connection exists from neuron $i$ to neuron $j$ we call $j$ postsynaptic to neuron $i$ and write $j \in \text{Post}(i)$. Neuron $i$ is then presynaptic to neuron $j$, $i \in \text{Pre}(j)$. The membrane potential $V_i(t)$ of some neuron $i$ evolves according to

$$\frac{d}{dt} V_i = f_i(V_i) + \sum_{j=1}^{N} \sum_{k \in \mathbb{Z}} \epsilon_{ij} \delta \left( t - \ell_{jk} - \tau_{ij} \right)$$  \hspace{1cm} (6.1)
(cf. Eq. (3.1)), where a smooth function $f_i$ specifies the internal dynamics, $\varepsilon_{ij} \leq 0$ are the inhibitory coupling strengths from presynaptic neurons $j$ to $i$, $\delta(\cdot)$ is the Dirac delta-distribution, $\tau_{ij} > 0$ are the delay times of the connection and $\mathbf{r}^k_j$ denotes the time when neuron $j$ sends the $k$th spikes. Spikes sent to postsynaptic neurons with different delay times from neuron $j$ are considered as separate spikes, so if the delays are all different, e.g. if they are chosen randomly, neuron $j$ sends $\text{[Post}(j)\text{]}$ spikes at time $\mathbf{r}^k_j$. When neuron $j$ reaches the threshold $V_{\Theta,j}$ of the potential, i.e. $V_j(t^-) = V_{\Theta,j}$, it generates spikes at $t =: \mathbf{r}^k_j$ for some $k$ and is reset, $V_j(\mathbf{r}^k_j) = 0$. Sendings or receiving of spikes are called events. Simultaneous sendings of spikes by one neuron are considered as one event as well as simultaneous receptions of spikes sent by the same neuron. The $f_j$ for all $j$ satisfy $f_j(V_j) > 0$ and $f_j'(V_j) < 0$ for all $V_j \leq V_{\Theta,j}$ so that in isolation each neuron exhibits oscillatory dynamics.

As described in ch. 3, this network dynamics can equivalently be described by a phase-like variable $\phi_j(t) \in (-\infty, \phi_{\Theta,j}]$ satisfying

$$d\phi_j/dt = 1$$

at all non-event times (cf. sec. 3.2). When the phase threshold is reached, $\phi_j(\mathbf{r}^k_j^-) = \phi_{\Theta,j}$, the phase is reset, $\phi_j(\mathbf{r}^k_j) := 0$ and spikes are generated. An individual spike sent to neuron $i$ arrives there after a delay time $\tau_{ij}$ and induces a phase change according to

$$\phi_i(\mathbf{r}^k_j + \tau_{ij}) = H_{ij}^{(i)} \left( \phi_i \left( \left( \mathbf{r}^k_j + \tau_{ij} \right) \right) \right)$$

with the transfer function

$$H_{ij}^{(i)}(\phi) = U^{-1}_i \left[ U_i(\phi) + \varepsilon \right],$$

$U_i(t)$ is the free (all $\varepsilon_{ij} = 0$) solution of (6.1) through the initial condition $U_i(0) = 0$, yielding $U_i' > 0$ and $U_i'' < 0$ and $\phi_{\Theta,j} = U_i^{-1}(V_{\Theta,j})$.

The analysis below is valid for general $U_i(\phi)$: in the numerical simulations we employ leaky integrate-and-fire neurons, $f_i(V) = I_i - \gamma_i V$ with time scale $\gamma_i^{-1} > 0$ and equilibrium potential $\gamma_i^{-1} I_i > V_{\Theta,i}$, the membrane potential has the functional dependence $U_i(\phi) = \gamma_i^{-1} I_i (1 - \exp(-\gamma_i \phi))$ on $\phi$ (cf. sec. 3.4). We further note that in the simulations a homogeneous distribution of $\gamma_i = 1$, $I_i = I_0$ and $V_{\Theta,i} = V_{\Theta,0}$ was employed, and time was counted in units of $T_0 = \ln(I_0/(I_0 - 1))$ (the free period of a neuron with $V_{\Theta,0} = 1$). In Figs. 6.1, 6.9, after the simulations, time was multiplied by $T_0$. In the following, we consider arbitrary generic spike sequences in which all neurons are active, i.e. there is a finite constant $T > 0$, so that in every time interval $[t, t + T)$, $t \in \mathbb{R}$, every neuron fires at least once. Further, in these spike sequences the dynamics is sufficiently irregular so that two events occur with zero probability at the same time.

Due to the delay, the state space is formally infinite dimensional. However, at a given time $t$ the network dynamics is completely determined by the phases $\phi_i(t)$ and
by the spikes which have been sent but not yet received by the postsynaptic neurons at \( t \). Their number is bounded by some constant \( ND' \). Due to the inhibitory character of the network couplings, each neuron \( i \) needs at least the free oscillation period \( \phi_{\Theta,i} \) to generate a spike after the last reset. Consequently, at most

\[
D' = N \max_{i,j=1, N} \left( \frac{\tau_{ij}}{\phi_{\Theta,i}} \right)
\]

spikes per neuron are in transit and the state space stays finite, with dimensionality smaller than \( N \cdot (1 + D') \) (cf. also [14]). As before, \([\cdot]\) is the ceiling function.

We now introduce variables to describe spikes, which are already sent at time \( t \) by neuron \( j \) to the postsynaptic neuron \( i \) and not yet received. A single spike in transit is characterized by the state variable \( \sigma_{ijk}(t) \in [0, \tau_{ij}] \). The index \( k \in 1, 2, 3 \ldots \leq D'/N \) numbers the different spikes traveling from neuron \( j \) to \( i \) at time \( t \) in the order of arrival at the postsynaptic neuron \( i \), starting with \( k = 1 \) for the spike to arrive next. When spikes are emitted at time \( t^{\sigma}_{jn} \) for some \( n \), \( \sigma_{ijk}(t) \) is set to \( \sigma_{ijk}(t^{\sigma}_{jn}) = 0 \). The spike index \( k \) equals the number of spikes already in transit plus one. It thus depends on the actual network state at time \( t^{\sigma}_{jn} \). Between two events, \( \sigma_{ijk}(t) \) increases linearly with slope one, when \( \sigma_{ijk}(t^{\sigma}_{jn} + \tau_{ij}) = \tau_{ij} \), the spike is received by the postsynaptic neuron \( i \), where it induces a phase jump according to Eq. (6.3). After spike reception we cancel the spike arrived (which has index \( k = 1 \)) and renumber the indices \( k > 1 \) as \( k \to k - 1 \) so that \( \sigma_{ij1}(t^{\sigma}_{jn} + \tau_{ij}) \) again specifies the spike which arrives next at the postsynaptic neuron \( i \) sent by neuron \( j \) (cf. Fig. 6.2a,b for illustration).

### 6.3 Lyapunov stability

In this section we study the stability properties of the spike sequences. We compare the microscopic dynamics of two sequences, which slightly differ in the timing of the spikes, but the ordering is the same. We show that the distance between these trajectories is bounded by the initial distance. Assuming that one sequence is generated by a perturbation of the other, this implies Lyapunov stability against perturbations that do not change the order of events.

Since the distance between trajectories only changes at event times, we can choose an event-based perspective. The time of the \( n \)th event in the entire network is denoted by \( t_n \) in the first sequence, and by \( \tilde{t}_n \) in the second one. Analogously, we denote the phases of a neuron \( i \) at a given time \( t \) by \( \phi_i(t) \) and \( \tilde{\phi}_i(t) \) and the spikes in transit at time \( t \) by \( \sigma_{ij}(t) \) and \( \tilde{\sigma}_{ij}(t) \) in the different sequences. Let

\[
\Delta_i^{(n)} = \left( \phi_i(t_n) - \tilde{\phi}_i(\tilde{t}_n) \right) - \left( t_n - \tilde{t}_n \right) := \delta_i^{(n)} - \delta t^{(n)}
\]

denote the difference between the phase differences, \( \delta_i^{(n)} := \phi_i(t_n) - \tilde{\phi}_i(\tilde{t}_n) \), and the temporal offset, \( \delta t^{(n)} = t_n - \tilde{t}_n \), after the \( n \)th and before the \((n+1)\)th event
Figure 6.2: (a) Phase dynamics of neuron $j$. At $t = t_n$ and $t = t_{n+1}$ the phase $\phi_j(t)$ reaches the threshold and is reset to 0. (b) The spikes emitted travel to the postsynaptic neurons $i \in \text{Post}(j)$. They are described by $\sigma_{ij}(t)$. In this example we show two spikes traveling from neuron $j$ to one specific postsynaptic neuron $i$, described by $\sigma_{ij1}(t)$ (black) and $\sigma_{ij2}(t)$ (red). At $t = t_n$, $\sigma_{ij1}(t_n)$ is set to 0, where $k = 1$ because there is no spike in transit at $t = t_n$. When neuron $j$ spikes again at $t = t_{n+1}$, $\sigma_{ij2}(t_{n+1})$ is set to 0. At $t = t_n + \tau_{ij}$ the spike emitted at $t = t_n$ arrives at the postsynaptic neuron $j$ and induces a phase jump in $\phi_i(t)$ (not shown, cf. Fig. 3.2). After spike reception, we renumber $k \rightarrow k - 1$ so that $\sigma_{ij2} \rightarrow \sigma_{ij1}$. (c) Definition of the phase shifts. The phase $\phi_i(t)$ of neuron $i$ (blue) before and after the reception of a spike at $t = t_n$ is shown together with $\bar{\phi}_i(t)$ (black). $\delta_i^{(n)} = \phi_i(t_n) - \bar{\phi}_i(t_n)$ is the difference of neuron $i$'s phases in the perturbed and the unperturbed dynamics taken at corresponding event times $t_n$ and $\bar{t}_n$. $\delta t^{(n)} = t_n - \bar{t}_n$ denotes the difference of event times $t_n$ and $\bar{t}_n$, i.e. the temporal offset between both sequences. Finally, $\Delta_i^{(n)} = \delta_i^{(n)} - \delta t^{(n)}$ is some phase shift of neuron $i$ with the temporal offset taken into account.
(cf. Fig. 6.2c). Similarly

\[ \Delta \sigma_{ijk}^{(n)} = (\sigma_{ijk} (t_n) - \tilde{\sigma}_{ijk} (\tilde{t}_n)) - (t_n - \tilde{t}_n) := \delta \sigma_{ijk}^{(n)} - \delta\tau^{(n)} \]  

(6.7)

labels the shift of the \( k \)th spike sent by neuron \( j \) and not yet arrived at neuron \( i \) after the \( n \)th and before the \( (n+1) \)th event, which equals the negative temporal difference of the sending times in the perturbed and the unperturbed system. Between two consecutive events both \( \phi_i(t), \tilde{\phi}_i(t) \) and \( \sigma_{ijk}(t), \tilde{\sigma}_{ijk}(t) \) increase linearly and only at event times the phases and spike variables are updated non-linearly as described above. Therefore, as in ch. 5, to study the stability of the system it is sufficient to consider the perturbations after events.

In the following we investigate the evolution of shifts at discrete event times. There are two different kinds of events: (i) sending and (ii) receiving of spikes. When spikes are sent, the shifts \( \Delta \sigma_{ij}^{(n)} \) and \( \Delta \sigma_{ijk}^{(n)} \) stay unchanged, but new spikes with new spike variables are generated. These variables inherit the perturbation of the sending neuron. In the second case, the phase shift of the neuron which receives the spike changes and the spikes in transit are reordered. From the investigation on periodic patterns in purely inhibitory networks with concave rise function, sec. 5.9, we expect that the resulting phase shift of the neuron receiving a spike is a weighted sum of previous shifts, also for the more general networks with inhomogeneous delay and irregular dynamics. Indeed this is the case. We will now study both events in detail.

(i) If as \( (n+1) \)th event the phase of some neuron \( j^* \) reaches its threshold and a spike is emitted, the shifts of all neurons’ phases stay unchanged,

\[ \Delta \sigma_{ij}^{(n+1)} = \phi_i (t_n) + (t_{n+1} - t_n) - \left( \tilde{\phi}_i (\tilde{t}_n) + (\tilde{t}_{n+1} - \tilde{t}_n) \right) - \delta\tau^{(n+1)} \]

\[ = \Delta \sigma_{ij}^{(n)}. \]  

(6.8)

Similarly, the shifts of the spikes in transit stay unchanged

\[ \Delta \sigma_{ijk}^{(n+1)} = \sigma_{ijk} (t_n) + (t_{n+1} - t_n) - (\tilde{\sigma}_{ijk} (\tilde{t}_n) + (\tilde{t}_{n+1} - \tilde{t}_n)) - \delta\tau^{(n+1)} \]

\[ = \Delta \sigma_{ijk}^{(n)}. \]  

(6.9)

Additionally, new spikes are generated \( \sigma_{ij^*k^*} (t_{n+1}) = 0 \) and \( \tilde{\sigma}_{ij^*k^*} (\tilde{t}_{n+1}) = 0 \) where \( k^* = k^* (i, j^*, n + 1) \) is the appropriate spike number \( k^* \), cf. Fig. 6.2. The shifts of the new spike variables depend on the phase shift of the sending neuron \( j^* \) according to

\[ \Delta \sigma_{ij^*k^*}^{(n+1)} = \delta\tau^{(n+1)} \]

\[ = - \left[ (t_n + \phi_{\Theta,j^*} - \phi_{j^*} (t_n)) - (\tilde{t}_n + \phi_{\Theta,j^*} - \tilde{\phi}_{j^*} (\tilde{t}_n)) \right] \]

\[ = \Delta \sigma_{ij}^{(n)}. \]  

(6.10)
(ii) If as \((n+1)\)th event some spike arrives, say \(\sigma_{i^*,j^*}(t_{n+1}) = \tau_{i^*,j^*}\), it induces a phase jump in the postsynaptic neuron \(i^*\). According to Eq. (6.3), the phase shift \(\Delta_{i^*}^{(n+1)}\) can be computed as

\[
\Delta_{i^*}^{(n+1)} = H_{i^*}^{(i^*)}(\phi_{i^*}(t_{n+1}^-)) - H_{i^*}^{(i^*)}(\phi_{i^*}(t_{n+1}^-)) - \delta^{(n+1)},
\]

where \(\phi_{i^*}(t_{n+1}^-) = \phi_{i^*}(t_n) + (t_{n+1} - t_n)\) and \(\phi_{i^*}(\tilde{t}_{n+1}) = \tilde{\phi}_{i^*}(\tilde{t}_n) + (\tilde{t}_{n+1} - \tilde{t}_n)\) are the phases "just before" spike reception. Using the definitions (6.6) we find the identity

\[
\phi_{i^*}(t_{n+1}^-) = \tilde{\phi}_{i^*}(\tilde{t}_{n+1}) + \Delta_{i^*}^{(n)} + \delta^{(n+1)}.
\]

Applying the mean value theorem in Eq. (6.11) and the relation

\[
\delta^{(n+1)} = t_{n+1} - \tilde{t}_{n+1} = t_n + \tau_{i^*,j^*} - \sigma_{i^*,j^*}(t_n) - \tilde{t}_n - \tau_{i^*,j^*} + \tilde{\sigma}_{i^*,j^*}(\tilde{t}_n) = -\Delta_{i^*}^{(n)} - \delta^{(n+1)}
\]

yields

\[
\Delta_{i^*}^{(n+1)} = c_{i^*,j^*}^{(n+1)} \cdot \Delta_{i^*}^{(n)} + \left(1 - c_{i^*,j^*}^{(n+1)}\right) \cdot \Delta_{i^*}^{(n+1)}
\]

where \(c_{i^*,j^*}^{(n+1)}\) is given by the derivative

\[
c_{i^*,j^*}^{(n+1)} = \left. \frac{\partial H_{i^*}^{(i^*)}(\phi)}{\partial \phi} \right|_{\phi = \phi_{i^*}(t_{n+1}^-), \tilde{\phi}_{i^*}(\tilde{t}_{n+1})},
\]

for \(\phi_{i^*}(t_{n+1}^-) \leq \phi_{i^*}(\tilde{t}_{n+1})\), for \(\phi_{i^*}(t_{n+1}^-) > \phi_{i^*}(\tilde{t}_{n+1})\), \(\phi\) takes values \(\phi \in [\phi_{i^*}(t_{n+1}^-), \phi_{i^*}(\tilde{t}_{n+1})]\). If neuron \(i^*\) would not be connected to neuron \(j^*\), \(\varepsilon_{i^*,j^*} = 0\), the function \(H_{i^*}^{(i^*)}(\phi) = H_0^{(i^*)}(\phi) = \phi\) would be the identity, so that the phase shift stays unchanged, \(\Delta_{i^*}^{(n+1)} = \Delta_{i^*}^{(n)}\), indeed \(c_{i^*,j^*}^{(n+1)} = dH_0^{(i^*)}(\phi)/d\phi = 1\) independent of \(\phi\).

For \(\varepsilon_{i^*,j^*} < 0\), we find \(c_{i^*,j^*}^{(n+1)}\) bounded by

\[
\epsilon_{\min} := \inf_{\phi,k} \left\{ \frac{\partial \left( H^{(k)}_{\varepsilon_{\max}}(\phi) \right)}{\partial \phi} \right\} \leq c_{i^*,j^*}^{(n+1)} \leq \sup_{\phi,k} \left\{ \frac{\partial \left( H^{(k)}_{\varepsilon_{\max}}(\phi) \right)}{\partial \phi} \right\} =: \epsilon_{\max},
\]

where \(\epsilon_{\max} := \max_{i,j,\varepsilon_{ij} \neq 0} \{\varepsilon_{ij}\}\) and \(\epsilon_{\min} := \min_{i,j,\varepsilon_{ij} \neq 0} \{\varepsilon_{ij}\}\). We have used that
Figure 6.3: (a) The transfer function $H_\varepsilon^{(i)}(\phi)$ for a leaky integrate-and-fire neuron. For $\varepsilon = 0$ (black), $H_\varepsilon^{(i)}(\phi) = \phi$ is the identity (black), for $\varepsilon < 0$ (blue: $\varepsilon = -0.5$, green: $\varepsilon = -1$) the phase $\phi$ after receiving an input is smaller than before. For all inhibitory inputs we find $H_\varepsilon^{(i)}(\phi) < \phi$. (b) The derivative of $U_i(\phi)$ is monotonic decreasing, therefore $\partial H_\varepsilon^{(i)}(\phi)/\partial \phi \leq 1$ for $\varepsilon \leq 0$ (cf. Eq. (6.20)).

$$\partial \left( H_\varepsilon^{(k)}(\phi) \right) / \partial \phi \text{ is monotonic increasing with } \varepsilon$$

$$\frac{\partial}{\partial \varepsilon} \left[ \frac{\partial H_\varepsilon^{(k)}(\phi)}{\partial \phi} \right] = U'_k(\phi) \frac{\partial}{\partial \varepsilon} \left( \left[ U'_k(H_\varepsilon^{(k)}(\phi)) \right]^{-1} \right)$$

$$= - \frac{U'_k(\phi)}{U'_k(H_\varepsilon^{(k)}(\phi))} \frac{U''_k(H_\varepsilon^{(k)}(\phi))}{\left( U'_k(H_\varepsilon^{(k)}(\phi)) \right)^2}$$

$$> 0.$$ (6.16)

The shifts of traveling spikes stay unchanged on spike reception,

$$\Delta \sigma_{i+j+k}^{(n+1)} = \Delta \sigma_{i+j+k}^{(n)},$$ (6.17)

for all spikes with $i \neq i^* \lor j \neq j^*$. For $i = i^*, j = j^*$ the spike variables are renumbered and

$$\Delta \sigma_{i^*+j^*+k-1}^{(n+1)} = \Delta \sigma_{i^*+j^*}^{(n)}$$ (6.18)

holds, except for $k = 1$, because $\sigma_{i^*+j^*+1}(t)$ is the variable describing the spike received and therefore canceled.

We will now ascertain that the coefficients $c_{i^*+j^*}^{(n+1)}$ in Eq. (6.13) lie in a compact interval within $(0, 1)$ so that a true averaging takes places when interactions happen. Formally, the phases of neurons can achieve values $\phi_i \in (-\infty, \phi_{\Theta,i}]$. Each neuron fires at least once within a time interval of length $T$, therefore the phases are
certainly bounded to the compact interval \( \phi_i \in [-T + \phi_{\Theta,i}, \phi_{\Theta,i}] \). Further, in inhibitory networks the phase after an interaction is smaller than before,

\[
H_z^{(i)}(\phi) = U_i^{-1}(U_i(\phi) + \varepsilon) < U_i^{-1}(U_i(\phi)) = \phi,
\]

because together with \( U_i \) also \( U_i^{-1} \) is strictly monotonic increasing and \( \varepsilon < 0 \). The concavity of \( U_i(\phi) \) implies

\[
0 < \frac{\partial H_z^{(i)}(\phi)}{\partial \phi} = \frac{U'_i(\phi)}{U'_i(H_z^{(i)}(\phi))} < 1
\]

for any finite \( \phi \) (cf. sec. 5.9, cf. Fig. 6.3 for an illustration). The derivative \( \frac{\partial H_z^{(i)}(\phi)}{\partial \phi} \) is continuous in \( \phi \), therefore the images \( \frac{\partial H_z^{(i)}(\phi)}{\partial \phi}([T + \phi_{\Theta,i}, \phi_{\Theta,i}]) \) are compact. Together with Eq. (6.20) it follows that

\[
0 < c_{\min}, c_{\max} < 1.
\]

Taken together, Eqs. (6.8, 6.9, 6.10, 6.13, 6.21) imply that a true averaging between shifts already present in the system takes place when a spike is received. For other events the shifts stay unchanged. As a consequence, the maximal and minimal shift after the \( n \)th event,

\[
\Delta_{\max}^{(n)} = \max_{i,j,k} \left\{ \Delta_i^{(n)}, \Delta_{ijk}^{(n)} \right\} \quad \text{and} \quad \Delta_{\min}^{(n)} = \min_{i,j,k} \left\{ \Delta_i^{(n)}, \Delta_{ijk}^{(n)} \right\},
\]

are bounded by the initial shifts for all future events,

\[
\Delta_{\max}^{(n)} \leq \Delta_{\max}^{(0)} \quad \text{and} \quad \Delta_{\min}^{(n)} \geq \Delta_{\min}^{(0)},
\]

as long as the order of events in both sequences is the same. Here the minima and maxima are taken over \( i, j = \{1, \ldots, N\} \) and \( k \) numbers the spikes traveling from neuron \( j \) to \( i \) at time \( t_n \). An initial perturbation thus cannot grow, in particular, the trajectory is Lyapunov stable.

Indeed, in the definition of Lyapunov stability def. (i) in sec. 2.7 we can choose \( \delta = \min(\eta, \varepsilon) \), where the \( \delta, \varepsilon \) are used in the meaning of this definition in the subsequent paragraph. Further we may choose the maximum norm for our distance measurements in def. (i) of sec. 2.7, since norms are equivalent in finite dimensional vector spaces [203]. Then,

\[
|\Delta_{\min}^{(0)}| < \delta \quad \text{and} \quad |\Delta_{\max}^{(0)}| < \delta
\]

The time shifts of the trajectories, \( \delta t^{(n)} \) for events after the initial time equal phase shifts after some event or an initial perturbation due to Eqs. (6.12, 6.10), so Eq. (6.23) leads to

\[
|\delta t^{(n)}| \leq \max(|\Delta_{\min}^{(0)}|, |\Delta_{\max}^{(0)}|) < \delta \leq \eta.
\]
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Outside the intervals
\[
\bigcup_{n} \left[ \min(t^{(n)}, \tilde{t}^{(n)}), \max(t^{(n)}, \tilde{t}^{(n)}) \right] \subset \bigcup_{n} \left( t^{(n)} - \delta, t^{(n)} + \delta \right) \\
\subset \bigcup_{n} \left( t^{(n)} - \eta, t^{(n)} + \eta \right),
\] (6.26)
i.e. for all \( t \) with \( |t - t^{(n')}| > \eta \) for all \( n' \), we have
\[
\phi_i(t) - \tilde{\phi}_i(t) = \Delta_i^{(n)}, \quad (6.27) \\
\sigma_{ijk}^{(n)}(t) - \tilde{\sigma}_{ijk}(t) = \Delta \sigma_{ijk}^{(n)}, \quad (6.28)
\]
for all \( i, j, k \) and for some \( n \). With Eqs. (6.10, 6.23), we conclude
\[
|\phi_i(t) - \tilde{\phi}_i(t)| < \delta \leq \varepsilon, \quad (6.29) \\
|\sigma_{ijk}^{(n)}(t) - \tilde{\sigma}_{ijk}(t)| < \delta \leq \varepsilon. \quad (6.30)
\]
We note that we did not make assumptions about network connectivity, the results hold for any network structure and the described class of trajectories.

### 6.4 Asymptotic stability

In this section we prove that for strongly connected networks even asymptotic stability holds under the condition that both, the perturbed and the unperturbed sequences have the same order of events, i.e. the order of events is unchanged by small perturbations. The central idea is as follows: We study the dynamics and convergence of two neighboring trajectories. We will track the propagation of the perturbation of one specific neuron \( l_0 \) through the entire network. Since there is a directed connection between every pair of neurons in the network and any receiving spike leads to an averaging of shifts, there is an averaging over all perturbations in the network. For large times all perturbations converge towards the same value, so that both sequences become equivalent, only shifted by a constant temporal offset.

All neurons spike at least once in a sufficiently large, but finite time interval \( T \). Moreover, after \( \tau_{\text{max}} = \max_{i,j} (\tau_{ij}) \) all spikes in transit have certainly arrived at the postsynaptic neurons. We label the maximal number of events possible in the time interval \([t, t + \max \{ T, \tau_{\text{max}} \}]\) by \( M \). For purely inhibitory networks, \( M < \infty \) due to the bounded neural spike rate. We denote the set of neurons that can be reached from neuron \( l_0 \) through \( i \) directed connections (cf. sec. 2.8) by
\[
\text{Post}^i(l_0) = \text{Post} \circ \text{Post} \circ \ldots \circ \text{Post}(l_0),
\] (6.31)
in other words, a neuron \( l_i \in \text{Post}^i(l_0) \) is connected to \( l_0 \) by a directed path of length \( i \).
We estimate the bounds of the perturbation following one specific path from a neuron \( l_0 \) to a neuron \( l \). In a strongly connected network, \( l \in \text{Post}^i(l_0) \) for some \( j \leq N - 1 \), so there is a path between \( l_0 \) and \( l = l_j \) via neurons \( l_1, \ldots, l_{j-1} \) in the network. As the consideration holds for an arbitrary path and for any neuron \( l \) in the strongly connected network, the result is a universal bound of the perturbation.

Initially, at \( n = 0 \), the neurons are perturbed by \( \Delta^{(0)} \). The first spiking of neuron \( l_0 \leftarrow n = 0 \) is labeled by \( s_0 \leq M \). After a delay time \( r_1 \) this spike is received by the postsynaptic neuron \( l_1 \in \text{Post}(l_0) \), we call this event \( r_1 \leq 2M \). After at most \( M \) further events, at \( s_1 = 3M \), the neuron \( l_1 \) emits a spike. In general, we recursively define \( s_i \) as the first spiking event of neuron \( l_i \in \text{Post}^i(l_0) \) after \( r_i \) and \( r_i \) as the event when the spike generated by \( l_{i-1} \in \text{Post}^{i-1}(l_0) \) at \( s_{i-1} \) is received.

Due to the definition of \( M \), the relations \( s_i \leq (2i + 1)M \) and \( r_i \leq 2iM \) hold.

Now, we prove by induction that the perturbation of the neuron \( l_i \) before sending of a spike at \( s_i \) is bounded from above by

\[
\Delta^{(s_i-1)} \leq \left[ (1 - e_{\text{max}})^{s_i} \cdot e_{\text{min}}^{s_i-1} \right] \Delta^{(0)} + \left[ 1 - (1 - e_{\text{max}})^{s_i} \cdot e_{\text{min}}^{s_i-1} \right] \Delta_{\text{max}}. \quad (6.32)
\]

(i) Initially, neuron \( l_0 \) is perturbed by \( \Delta^{(0)} \). Before \( l_0 \) generates a spike it receives at most \( s_0 - 1 \) inputs. According to Eq. (6.13), if neuron \( l_0 \) indeed receives inputs, the perturbation of neuron \( l_0 \) may increase. To find an upper bound, we assume that at every event \( 0 < n < s_0 \) neuron \( l_0 \) receives an input with the maximal initial perturbation, \( \Delta_{\text{max}}^{(0)} \), and a minimal averaging constant \( e_{\text{min}} \), which moves the average into the direction of the maximal possible perturbation. Repeated application of (6.13) yields

\[
\begin{align*}
\Delta^{(1)}_{\Delta_{\text{min}}} & \leq e_{\text{min}} \Delta^{(0)} + (1 - e_{\text{min}}) \Delta_{\text{max}}^{(0)}, \\
\Delta^{(2)}_{\Delta_{\text{min}}} & \leq e_{\text{min}}^{2} \Delta^{(1)}_{\Delta_{\text{min}}} + (1 - e_{\text{min}}) \Delta_{\text{max}}^{(0)}, \\
\vdots & \\
\Delta^{(s_0-1)}_{\Delta_{\text{min}}} & \leq e_{\text{min}}^{s_0-1} \Delta^{(0)}_{\Delta_{\text{min}}} + (1 - e_{\text{min}}^{s_0-1}) \Delta_{\text{max}}^{(0)}.
\end{align*} \quad (6.33)
\]

which is the inductive statement (6.32) for \( i = 0 \).

(ii) We assume that the statement (6.32) holds for \( \Delta^{(s_i-1)}_{\Delta_{\text{min}}} \), which is neuron \( l_i \)’s perturbation as inherited by the spike sent at \( s_i \) (cf. Eq. (6.10)). After at most \( M \) events the spike is received by the postsynaptic neuron \( l_{i+1} \) at event \( r_{i+1} \). In our worst-case estimate, we assume that neuron \( l_{i+1} \) is maximally perturbed before it receives the spike, \( \Delta^{(r_{i+1}-1)}_{\Delta_{\text{max}}} = \Delta^{(0)}_{\Delta_{\text{max}}} \), and that the interaction constant \( e_{\text{max}}^{(r_{i+1})} \) is maximal, \( e_{\text{max}} \), so that again the average is moved into the direction of the maximal perturbation. Therefore the perturbation
after the interaction is bounded by

$$
\Delta_{l_{i+1}}^{(r_{i+1})} \leq \epsilon_{\text{max}} \cdot \Delta_{\text{max}}^{(0)} + (1 - \epsilon_{\text{max}}) \Delta_{l_{i}}^{(s_{i} - 1)}
$$

$$
\leq \left[ (1 - \epsilon_{\text{max}})^{i+1} \cdot \epsilon_{\text{min}}^{s_{i}-1} \right] \cdot \Delta_{l_{0}}^{(0)}
$$

$$
+ \left[ 1 - (1 - \epsilon_{\text{max}})^{i+1} \cdot \epsilon_{\text{min}}^{s_{i}-1} \right] \cdot \Delta_{\text{max}}^{(0)}.
$$

(6.34)

Before its own sending at \(s_{i+1} > r_{i+1} > s_{i}\), neuron \(l_{i+1}\) receives at most \((s_{i+1} - 1 - r_{i+1})\) inputs. Analogously to Eq. (6.33), we assume that with each event, neuron \(l_{i+1}\) receives a spike which is maximally perturbed (with \(\Delta_{\text{max}}^{(0)}\)) and that the averaging constant is minimal, \(\epsilon_{\text{min}}\). This yields

$$
\Delta_{l_{i+1}}^{(s_{i+1} - 1)} \leq \left[ (1 - \epsilon_{\text{max}})^{i+1} \cdot \epsilon_{\text{min}}^{s_{i+1}-1 - r_{i+1}} \right] \Delta_{l_{0}}^{(0)}
$$

$$
+ \left[ 1 - (1 - \epsilon_{\text{max}})^{i+1} \cdot \epsilon_{\text{min}}^{s_{i+1}-1 - r_{i+1}} \right] \Delta_{\text{max}}^{(0)}.
$$

(6.35)

We replace \(\epsilon_{\text{min}}^{s_{i+1}-1 - r_{i+1}}\) by \(\epsilon_{\text{min}}^{s_{i+1}-1}\) in Eq. (6.35), thereby increasing the right-hand side, because \(s_{i} - 1 - r_{i+1} < 0\). This directly yields the induction statement for \(\Delta_{l_{i+1}}^{(s_{i+1} - 1)}\).

Based on Eq. (6.32) we now derive an upper bound of the perturbation of all neurons after event \(s_{N-1}\). After this event every neuron \(l_{i}\) has sent at least one spike which is influenced by the initial perturbation of neuron \(l_{0}\), because the union \(\bigcup_{i=1}^{N-1} l_{i}\) contains all neurons of the network. After the \(s_{i}\)th event, the neuron \(l_{i}\) still receives spikes. Before the \(s_{N-1}\)th event, taken as reference, it receives in a worst case scenario \((s_{N-1} - 1 - s_{i})\) inputs with maximal initial perturbation \(\Delta_{\text{max}}^{(0)}\) and a minimal averaging constant \(\epsilon_{\text{min}}\). Using Eq. (6.32) we repeatedly apply Eq. (6.13) \((s_{N-1} - 1 - s_{i})\) times which leads to

$$
\Delta_{l_{i}}^{(s_{N-1})} \leq \left[ (1 - \epsilon_{\text{max}})^{i} \cdot \epsilon_{\text{min}}^{s_{i+1}-1 + s_{N-1} - 1 - s_{i}} \right] \Delta_{l_{0}}^{(0)}
$$

$$
+ \left[ 1 - (1 - \epsilon_{\text{max}})^{i} \cdot \epsilon_{\text{min}}^{s_{i+1}-1 + s_{N-1} - 1 - s_{i}} \right] \Delta_{\text{max}}^{(0)}.
$$

(6.36)

The right-hand side increases with \(i\), therefore, the perturbation of an arbitrary neuron \(j \in \{1, \ldots, N\}\) after \(s_{N-1}\) events is bounded from above by

$$
\Delta_{j}^{(s_{N-1})} \leq \left[ (1 - \epsilon_{\text{max}})^{N-1} \cdot \epsilon_{\text{min}}^{(s_{N-1} - 2)} \right] \Delta_{l_{0}}^{(0)}
$$

$$
+ \left[ 1 - (1 - \epsilon_{\text{max}})^{N-1} \cdot \epsilon_{\text{min}}^{(s_{N-1} - 2)} \right] \Delta_{\text{max}}^{(0)}.
$$

(6.37)

At the \(s_{N}\)th event there can be \(D\) per neuron in transit which in our worst case scenario can still have maximal perturbation. Due to their arrival after the \(s_{N}\)th
event, the perturbation still increases. However, taking into account the arrival of these spikes using Eqs. (6.13, 6.38) we conclude that the estimate

\[
\Delta_j^{(s_{N-1}+n)} \leq \left[ (1 - c_{\text{max}})^N \cdot \left( c_{\text{min}}^{s_{N-1}-2+D'} \right) \right] \cdot \Delta_0^{(0)} \\
+ \left[ 1 - (1 - c_{\text{max}})^N \cdot \left( c_{\text{min}}^{s_{N-1}-2+D'} \right) \right] \cdot \Delta_{\text{max}}^{(0)}.
\] (6.38)

must hold for all \( n \geq 1 \). The bound (6.38) holds also for all spikes generated after the \( s_{N-1} \)th event (cf. Eq. (6.10)), because spikes have to inherit a perturbation present in the phases and in the worst case, all maximally perturbed spikes arrived before spike sending which is precisely accounted for by Eq. (6.38). After \( M \) further events, all spikes sent before \( s_{N-1} \) have arrived, Since \( D' \leq M \), the perturbations of the neurons and the spikes in transit after \( K := 2NM \geq s_{N-1} + M \) events are bounded by

\[
\Delta_j^{(K)} \leq \left[ (1 - c_{\text{max}})^N \cdot \left( c_{\text{min}}^{2NM-2} \right) \right] \cdot \Delta_0^{(0)} \\
+ \left[ 1 - (1 - c_{\text{max}})^N \cdot \left( c_{\text{min}}^{2NM-2} \right) \right] \cdot \Delta_{\text{max}}^{(0)}.
\] (6.39)

Therefore we find an upper bound for the maximal perturbation \( \Delta_{\text{max}}^{(K)} \) after \( K \) events,

\[
\Delta_{\text{max}}^{(K)} \leq c^* \cdot \Delta_0^{(0)} + [1 - c^*] \cdot \Delta_{\text{max}}^{(0)}.
\] (6.40)

with

\[
0 < c^* = (1 - c_{\text{max}})^N \cdot \left( c_{\text{min}}^{2NM-2} \right) \leq (1 - c_{\text{max}}) \cdot c_{\text{max}} \leq 1/4.
\] (6.41)

Similarly, we find a lower bound for the minimal perturbation after \( K \) events

\[
\Delta_{\text{min}}^{(K)} \geq c^* \cdot \Delta_0^{(0)} + [1 - c^*] \cdot \Delta_{\text{min}}^{(0)}.
\] (6.42)

by an estimation analogous to the one above, where only \( \Delta_{\text{max}}^{(0)} \) has be replaced \( \Delta_{\text{min}}^{(0)} \) and the relation “\( \leq \)” has to be replaced by “\( \geq \)”. The difference of the maximal and minimal perturbation after \( K \) events is therefore given by

\[
\Delta_{\text{max}}^{(K)} - \Delta_{\text{min}}^{(K)} \leq (1 - c^*) \left( \Delta_{\text{max}}^{(0)} - \Delta_{\text{min}}^{(0)} \right).
\] (6.43)

We note, that we did not have to specify the perturbation \( \Delta_0^{(0)} \) to derive this result. The spread of any perturbation through the network has a contracting effect on the total perturbation, it leads to a decay of the difference between the extremal perturbations at least by a factor of \( (1 - c^*) \). Inequality (6.43) implies together with

\[
3/4 \leq (1 - c^*) < 1
\] (6.44)
that for the considered trajectories in the long-time limit the maximal and minimal perturbation are the same,
\[
\lim_{n \to \infty} \Delta^{(n)}_{\max} = \lim_{n \to \infty} \Delta^{(n)}_{\min},
\]
(6.45)
Both sequences become equivalent,
\[
\lim_{n \to \infty} \delta_i^{(n)} = 0,
\]
(6.46)
and the events are just shifted by a constant temporal offset
\[
\delta t = \lim_{n \to \infty} \left\{ \delta t^{(n)} \right\} = - \lim_{n \to \infty} \Delta^{(n)}_{\max}
\]
(6.47)
for \( t \to \infty \) (cf. Fig. 6.4). Thus all sequences considered are asymptotically stable. We note that we used a notion of asymptotic stability of trajectories that allows convergence to a time shifted, equivalent trajectory. It is more general than Def. (iii) in sec. 2.7 and appropriate for time translation invariant systems. Indeed, the stability is even exponential since for all strongly connected networks the perturbations decay exponentially fast with at least
\[
\Delta^{(n)}_{\max} - \Delta^{(n)}_{\min} \leq (1 - e^s) \left\lfloor \frac{n}{\delta t} \right\rfloor \left( \Delta^{(0)}_{\max} - \Delta^{(0)}_{\min} \right),
\]
(6.48)
where \( \lfloor \cdot \rfloor \) is the floor function. The numerically measured exponential decay is much faster than the estimation given by Eq. (6.48). The main reasons are that (i) the mean path length is more meaningful for estimating the number of events until all neurons have received an input from the starting one and (ii) it is impossible that the neurons receive the worst case perturbation at each receiving.

6.5 Margins

The stability results in the previous sections hold for the class of patterns, where a sufficiently small perturbation does not change the order of spikes. In this section we show that typical spike dynamics, generated by networks with a complex connectivity, belong to this class.

In heterogeneous networks with purely inhibitory interactions the occurrence of events at identical times has a zero probability. There is no mechanism causing simultaneous spiking, like supra-threshold inputs in excitatory coupled networks (cf. sec. 5.11, ch. 7). As long as two events do not occur at the same event time, there is a non-zero perturbation size keeping the order unchanged in any finite time interval. However, the requirement of an unchanged event order yields more and more conditions over time so that the allowed size of a perturbation could decay more quickly with time than the actual perturbation. This will be excluded if a temporal margin \( \mu^{(n)} \) (cf. [98]) stays larger than the dynamical perturbation for infinite time. Formally, after time \( t_n \) denote the \( k \)th potential future event time
Figure 6.4: Stable dynamics in the network of Fig. 6.1a. (a) Exponential decay of the maximal perturbation $\max |\delta_t^{(n)}|$ (blue dots) and minimal margin $\kappa^{(n)}$ (gray line) for one microscopic dynamics. The initial perturbation $\max |\delta_t^{(0)}| \approx 10^{-5}$ decays exponential fast. (b) Exponential convergence of the temporal offset $\delta t^{(n)}$. For large $n$ both sequences are equivalent, just shifted by a constant offset $\delta t = \lim_{n \to \infty} \{\delta t^{(n)}\}$.

(of the original trajectory) that would arise if there were no future interactions by $\bar{\theta}_{n,k}, k \in \mathbb{N}$, and the temporal margin by $\mu^{(n)} := \theta_{n,2} - \theta_{n,1}$. A sufficiently small perturbation, satisfying $\Delta^{(n)}_{\text{max}} - \Delta^{(n)}_{\text{min}} < \mu^{(n)}$, cannot change the order of the $(n+1)$th event.

This directly implies that almost all periodic orbits (all those with non-degenerate event times $t_n$) consisting of a finite number of $P$ events are stable because there is a minimal margin

$$\kappa^{(P)} := \min_{n \in \{1, \ldots, P\}} \mu^{(n)} \quad (6.49)$$

for every non-degenerate periodic pattern (cf. sec. 5.9).

We further study the stability properties of irregular non-periodic spike sequences by considering the minimal margin $\kappa^{(n)}$ over the first $n$ events. For simplicity, we consider delay distributions where $\tau_{ij}$ is independent of the spike receiving neuron $i$. For arbitrary inhomogeneous delay, another definition of margins has to be used, based on the margins of single neurons, since interchanges of spike arrivals at different neurons do not destroy stability. The irregular spiking dynamics of the entire network is well modeled by a Poisson point process with rate $\nu^p$, where $\nu^p$ specifies the mean firing rate of the network [193, 31, 30, 33]. We note, however, that individual neurons are assumed to slightly deviate from Poissonian spiking due to our previous assumptions and that there are correlations between the individual spike trains, cf. sec. 6.2 and [40, 110]. We assume that, along with the irregular spiking dynamics, the temporal margins are generated by a Poisson point process.
with network event rate $\nu$. $\nu = 2\nu^r$, because any spike sending time generates one receiving event since $\tau_{ij}$ is independent from $i$. The distribution function of marginals is given by

$$P\left(\mu^{(n)} \leq \mu\right) = 1 - e^{-\nu \mu}. \tag{6.50}$$

Therefore, the probability that the minimal margin $\kappa^{(n)}$ after $n$ events is smaller or equal to $\mu$ is determined by the probabilities that not all individual marginals $\mu^{(n)}$ are larger than $\mu$ so that

$$P\left(\kappa^{(n)} \leq \mu\right) = 1 - \prod_{m=1}^{n} P\left(\mu^{(m)} > \mu\right) = 1 - e^{-n\nu \mu} \tag{6.51}$$

with density $\rho_n(\mu) := dP\left(\kappa^{(n)} \leq \mu\right)/d\mu = n\nu \exp(-n\nu \mu)$. This implies an algebraic decay with the number $n$ of events for the expected minimal margin

$$\overline{\kappa^{(n)}} = \int_{0}^{\infty} \mu \rho_n(\mu)d\mu = (\nu n)^{-1} \tag{6.52}$$

that depends only on the event rate and is independent of the specific network parameters. Numerical simulations show excellent agreement with this algebraic decay (6.52) of the expected minimal margin with the number of network events $n$; a typical example is shown in Fig. 6.5c.

Since the fluctuations are small, this strongly suggests that a sufficiently small perturbation stays smaller than the minimal margin for all times. In each step, the exponential distribution of marginals has finite density for arbitrarily small values of $\mu$, i.e. in each step the margin can fall below the level of perturbation with finite probability. We have to exclude in particular that $P\left(\exists n : \mu^{(n)} \leq \Delta_{\min}^{(n)} - \Delta_{\max}^{(n)}\right)$, the probability that there is at least one step in which the margin falls below the perturbation size, does not approach one if time goes to infinity for arbitrary perturbation. We will show that it even goes to zero if the size of the initial perturbation goes to zero. Of course, we cannot expect to reach zero for nonzero perturbation.

We derive a lower estimate for the probability that the margin stays larger than the perturbation for infinite time. We show that it converges to one when the size of perturbation goes to zero and thus prove that sufficiently small perturbations have arbitrarily high probability to stay smaller than the minimal margin for all times. We start from the upper estimate for the evolution of the perturbation, Eq. (6.48). Using $\left|\frac{\mu}{K}\right| \geq \frac{\mu}{K} - 1$ and Eq. (6.44) leads to

$$\Delta_{\max}^{(n)} - \Delta_{\min}^{(n)} \leq (1 - c^o)^{n - 1}\left(\Delta_{\max}^{(0)} - \Delta_{\min}^{(0)}\right),$$

$$= \exp\left(\log(1 - c^o)n\right)\frac{\Delta_{\max}^{(0)} - \Delta_{\min}^{(0)}}{1 - c^o},$$

$$= C \exp(-\alpha n), \tag{6.53}$$
where we introduced
\[
C = \frac{\Delta_{\text{max}}^{(0)} - \Delta_{\text{min}}^{(0)}}{1 - c^*},
\]
(6.54)
\[
\alpha = - \frac{\log(1 - c^*)}{K} > 0.
\]
(6.55)

In particular, \( C \to 0 \), if the initial perturbation goes to zero, i.e. \( \Delta_{\text{max}}^{(0)} - \Delta_{\text{min}}^{(0)} \to 0 \),
while \( \alpha \) is independent of the initial perturbation. The probability that all margins
are larger than all perturbations is given by
\[
P \left( \forall n : \mu^{(n)} > \Delta_{\text{max}}^{(n)} - \Delta_{\text{min}}^{(n)} \right) = \prod_{n=1}^{\infty} P \left( \mu^{(n)} > \Delta_{\text{max}}^{(n)}^{(n)} - \Delta_{\text{min}}^{(n)} \right),
\]
(6.56)
since the margins are assumed to be independent. Using Eq. (6.53) and \( P \left( \mu^{(n)} > \mu \right) = \exp(-\nu\mu) \) yields
\[
\prod_{n=1}^{\infty} P \left( \mu^{(n)} > \Delta_{\text{max}}^{(n)} - \Delta_{\text{min}}^{(n)} \right) \geq \prod_{n=1}^{\infty} P \left( \mu^{(n)} > C \exp(-\alpha n) \right)
\]
\[
= \prod_{n=1}^{\infty} \exp(-\nu C \exp(-\alpha n))
\]
\[
= \exp \left( -\nu C \sum_{n=1}^{\infty} \exp(-\alpha n) \right)
\]
\[
= \exp \left( -\nu C \frac{1}{\exp(\alpha) - 1} \right),
\]
(6.57)
which goes to one if the initial perturbation (and thus \( C \)) goes to zero.

We note that the assumption of a constant lower bound of the minimal margin
is not necessary in contrast to [98]. Indeed, this assumption would be highly problematic.
A spiking dynamics converging to a periodic orbit has a finite minimal margin \( \kappa > 0 \) if not two spikes precisely coincide which has in our networks probability zero for randomly chosen initial conditions. Also, an irregular dynamics, such as Poissonian network dynamics, has \( \kappa > 0 \) within a finite time interval. However, in an irregular dynamics, arbitrarily small margins naturally have small but finite probability in every step. Therefore, for infinite number of steps, these margins occur and the minimal margin falls below any lower bound \( \kappa > 0 \) with probability one. So, if we already assume that there is some lower bound, we exclude the generic irregular dynamics. We could only state that the network dynamics is stable if it converges to a periodic orbit, or make statements about convergence for finite time but not about generic irregular dynamics for infinite time.

Our approach allowed us to show that the generic irregular dynamics is stable.
Interestingly, as we will see below, generic dynamics indeed converges to periodic orbits. However, also in this proof we may not assume that the margins have finite
lower bound: We might first be tempted to consider a finite time interval. There, we take the almost surely existing lower bound of the dynamics and then show that the dynamics becomes periodic. The problem is that the time after which the dynamics becomes periodic, grows when the lower bound for the margin decreases [98]. If we thus choose a finite interval, it might be too short for the dynamics to converge. When choosing a longer interval, there is more time for convergence but also the lower bound for the margin will usually be lower, so that still no convergence appears. Thus, just considering finite intervals with lower bound of the margin does not lead to a result. As soon as we consider infinite time however, we cannot assume a finite lower bound for the margin because this excludes generic irregular dynamics.

6.6 Convergence to periodic orbits

Interestingly, the slow algebraic decay of the minimal margin and its small fluctuations provides a strong argument that generic spike sequences have to converge to a periodic orbit after a finite time. Indeed, this convergence is found numerically.

Consider two sequences in the same network, which share the order of at least \(E\) events. We have shown that for \(0 \leq n \leq E\), both sequences converge exponentially fast against each other. Both the phases and the variables encoding the spikes in transit are bounded to a finite interval, \(\phi_i(t) \in [-T + \phi_{\theta,i}, \phi_{\theta,i}]\) and \(\sigma_{ijk}(t) \in [0, \max \{\tau_{ij}\}]\) at any given time \(t\). Therefore, the maximal initial distance between
two trajectories is bounded by
\begin{equation}
\Delta_{\text{max}}^{(i)} - \Delta_{\text{min}}^{(i)} \leq \max_{i,j} \{T, \tau_{ij} \} =: \Phi_{\text{max}}. \tag{6.58}
\end{equation}

For generic irregular sequences, the minimal margin \( \kappa^{(n)} \) decays slower than the perturbation. This implies that there is a certain number of events \( E^* \), after which the maximal initial distance \( \Phi_{\text{max}} \) has decayed to the same size as the minimal margin at \( E^* \) if the order of events remains unchanged. Our analytical consideration yield an upper estimate for \( E^* \),
\begin{equation}
(1 - \epsilon^*) \left[ \Phi_{\text{max}} \right] \approx (\nu \cdot E^*)^{-1}. \tag{6.59}
\end{equation}

If \( E \gtrsim E^* \), even for \( n > E \) the order of events in the considered trajectories are the same, because the perturbation stays smaller than the margin also for future events. Consequently, a trajectory which contains two identical subsequences of minimal length \( E^* \) is trapped into a periodic orbit, since the subsequence already determines the order of all future events.

The considered system is finite dimensional with dimension maximal \( N + ND' \). Thus, any sequence with
Figure 6.7: Long periodic orbit in a random network ($N = 50$, $\gamma_i \equiv 1$, $I_i \equiv 1.2$, $\phi_{ij} \equiv 1.0$, $\tau_{ij} \equiv 0.1$). The coupling strengths are randomly and uniformly drawn from $[-1, 0]$ and normalized afterwards ($\sum_j \epsilon_{ij} = -6.5$). The final spike pattern repeats every 11012 events and is highly irregular.

$$E^{**} = (N + ND')E^* + E^*$$  \hspace{1cm} (6.60)

events contains at least two copies of an identical subsequence of length $E^*$: The system converges to a periodic spike sequence after at most $E^{**}$ events. In Fig. 6.6 we show a typical example: The mean margin, $\kappa^{(0)}$, decays algebraically on the transient and saturates after the periodic orbit is reached. The periodic attractor shown in Fig. 6.6d differs slightly from the "splay state" [174], where the firing pattern is characterized by equally spaced inter-spike-intervals. We have seen that it is possible to design networks, which exhibit more complex periodic spike patterns (cf. ch. 4). Indeed, in different parameter regimes we observe such complex periodic orbits, with a large periodicity, cf. the heterogeneous globally coupled network in Fig. 6.7, where the periodic orbit is reached after a small number of events, compared to sparse networks.

Although the attractor is reached after a finite number of events, the transient becomes very important in systems with strong inhibition or large number of neurons. As formerly found in networks with excitatory coupling [209], and also in weakly diluted networks with purely inhibitory interactions [208], the transient length grows rapidly with network size so that the dynamics is determined by the transient for large timescales. We studied inhibitory random networks with an arbitrary network structure, typically far away from the weakly diluted topology. Since Eqs. (6.59), (6.60) yield an upper bound which is typically much larger than the actual transient length, we perform numerical measurements of the transient length dependent on network size $N$. To avoid the choice of a parameter defining the neighborhood of the periodic orbit, we define the length of the transient, $t_\gamma$, by the number of events after which the order of events stays periodic. When increasing the network size $N$, we leave the external current $I_i$ and the normalization of
Figure 6.8: Transient lengths for different parameters in sparse random networks \((|\text{Pre}(i)| = [N/4])\). (a) The external current \(I_i \equiv 3.0\) is fixed and the internal coupling is normalized to \(\sum_{j=1}^{N} \varepsilon_{ij} \equiv -1.1\) (green), \(-1.5\) (blue), \(-1.75\) (black), \(-1.9\) (red), so that the mean firing rate, \(<\nu_i>\), of the single neurons stays approximately constant for each curve. We observe an exponential increase of the mean transient length, \(<t_r>\), with network size. The inset shows the fast increase of the transient length with inhibitory coupling strength; in this figure \(N = 100\), \(I_i \equiv 3.0\). (b) Also for a fixed normalization and different external currents \(I_i \equiv 2.5\) (red), \(3.0\) (black), \(3.5\) (blue) there is an exponential increase of \(<t_r>\). The inset shows the transient length for \(N = 100\) dependent on the external current \(I_i\). With increasing external current the transient length decreases. This is consistent with the results in subfigure (a): the transient length increases when the internal inhibition increases relative to the external current. (c) The transient lengths \(t_r\) are broadly distributed. The histogram shows the number of transients length \(h_{t_r}\) per bin found in 2500 trials \((N = 100, I_i \equiv 3.0, \sum_{j=1}^{N} \varepsilon_{ij} \equiv -1.5)\).

The internal interactions \(\sum_{j=1}^{N} \varepsilon_{ij}\) constant. Thus, on average, each neuron receives a constant effective input independent of \(N\) and the mean firing rate of a single neuron \(\nu_i\) is approximately conserved. Fig. 6.8a,b shows the increase of transient lengths with \(N\) for different internal normalizations \(\sum_{j=1}^{N} \varepsilon_{ij}\) and different external currents \(I_i\) respectively. We observe an exponential increase of the mean transient length with network size \(N\) and no qualitative change compared to the weakly diluted case which confirms a conjecture in [208]. If the network is in the balanced state (cf. Fig. 6.1), the stable transients typically dominate the network dynamics over large time scales and the periodic attractor becomes less important.

### 6.7 Robustness and transition to chaos

In the following we will check the robustness of our results. The considerations above hold for networks with inhibitory interactions with infinitesimal synaptic time constants. We investigate the influence of excitatory interaction and of synap-
tic currents with finite duration. For small deviation from the networks considered above the stability properties are similar, for large fractions of excitatory neurons and large temporal extent of synaptic currents, we observe a transition to a chaotic regime. For temporally extended synaptic currents we assume that after a neuron is reset all previous input is lost. Therefore, the state of a neuron is specified by its last spike time and the spikes it has received afterwards. The phase representation is thus not meaningful anymore and we track two trajectories by comparing the differences in the last spike time of the neurons and in the spike arrival times since the last spikes. To keep the section consistent, we adopt this view when studying the Lyapunov exponents of the excitatory dynamics.

Excitation
We have shown that in networks with purely inhibitory interactions trajectories underlying irregular spiking dynamics are typically stable. If the connection between two neurons is excitatory, the phase shift of the postsynaptic neuron after the interaction may exceed its previous shift and the shift of the received spike. Fig. 6.9a,b gives an illustration: A spike is simultaneously received in the perturbed and in the unperturbed dynamics. The phase shift before and after application of the transfer function \( H_2^{(i)}(\phi) \) is shown for (a) an inhibitory input (cf. Eq. (6.3) and (6.4)) and (b) an excitatory input. For inhibitory input the phase shift \( \delta_i^{(n)} \) is reduced, this leads to the stable dynamics in purely inhibitory coupled networks.
The effect of excitation is destabilizing. The phase shift \( \delta_i^{(n)} \) can increase when a spike is received, the perturbations can grow.

The inverse of \( U_i(\phi) \) is monotonically increasing with \( \phi \), therefore we find for a given \( \epsilon > 0 \)
\[
H_\epsilon^{(i)}(\phi) = U_i^{-1}(U(\phi) + \epsilon) > U_i^{-1}(U_i(\phi)) = \phi. \tag{6.61}
\]
In contrast to Eq. (6.20) the derivative of the transfer function \( H_\epsilon^{(i)}(\phi) \) is bounded from below by
\[
\frac{dH_\epsilon^{(i)}(\phi)}{d\phi} = \frac{U'_i (\phi)}{U'_i \left( H_\epsilon^{(i)}(\phi) \right)} > 1. \tag{6.62}
\]
(cf. sec. 5.11). This destabilizes the trajectory, because for the upper bound of \( \epsilon_i^{(n)} \), \( \epsilon_{\text{max}} < 1 \) (cf. Eq. (6.21)) does not hold. However, in a network with a small fraction of excitatory connections, the trajectory is still stable. At an interaction the perturbation may increase, but the stabilizing effect of inhibitory inputs dominates the dynamics. We study the transition from the stable regime to chaotic dynamics (a discussion of the chaotic dynamics in networks with purely excitatory interactions can be found in [200]). When increasing the number of excitatory couplings, we increase the mean effective input current to the neurons. Thus we additionally decrease the external input \( I_i \) to keep the network rate \( \nu \) constant. Indeed, in good approximation, the current has to be decreased linearly with \( N_E \), the number of excitatory connections \( I_i \equiv I - k N_E \) where \( I \) is the original input current.

To quantify the transition we estimate the largest Lyapunov exponent of the system: At the \( n \)th event, we denote with \( n - W(n) \) the earliest event which still influences the future dynamics of the system explicitly. We apply an initial perturbation of size \( \| \Delta_0 \|_\infty \) to the event times \( t_0, t_1, \ldots, t_{-W(0)} \), where
\[
\Delta_n = (\Delta t_n, \Delta t_{n-1}, \ldots, \Delta t_{n-W(n)}) \tag{6.63}
\]
is the perturbation vector at the \( n \)th event time and \( \Delta t_i \) is the perturbation of \( t_i \). We evolve the system and rescale the perturbation vector \( \Delta_n \) by \( a_n \) after each event, so that the rescaled perturbation vector is of the same size as the initial perturbation. \( \| \Delta'_n \|_\infty = \| \Delta_n \cdot a_n \|_\infty = \| \Delta_0 \|_\infty \). The largest Lyapunov exponent, \( \lambda_{\text{max}} \), is then given by
\[
\lambda_{\text{max}} = \lim_{n \to \infty} \lambda(n) \quad \text{with} \quad \lambda(n) := \frac{1}{n} \sum_{i=1}^{n} \ln(a_i^{-1}). \tag{6.64}
\]
We observe a transition from a stable to a chaotic regime, characterized by a positive Lyapunov exponent. For small fraction of excitatory neurons the dynamics is typically stable, the effect of the inhibitory pulses dominates the dynamics and on average a perturbation does not grow over time. With increasing \( N_E \), the Lyapunov exponent increases until the dynamic becomes chaotic. Of course, in our numerical simulations we can only study finite time Lyapunov exponents with very large \( n \). The chaotic dynamics may thus be transient. However, it dominates the
network dynamics for very long times. Fig. 6.9(c,d) shows some numerical results: (c) The largest Lyapunov exponent is measured for an increasing fraction of excitatory neurons starting with the network of Fig. 6.1(a-c) and finishing with the network of Fig. 6.1(d-f). The number of excitatory neurons is increased by successively choosing one incoming inhibitory connection per neuron to be excitatory. The external current, \( I_i \), is reduced linearly to keep the network rate unchanged according to \( I_i \equiv I - kN_E \), where \( I = 4.0 \) is the initial external current, \( k \approx 0.05 \) and \( N_E \) is the number of excitatory neurons. For a larger fraction of excitatory couplings we observe a transition to an unstable chaotic regime. The inset demonstrates the convergence of \( \frac{1}{n} \sum_{i=1}^{n} \ln(a_i^{-1}) \rightarrow \lambda_{\text{max}} \) (exemplary shown for \( N_E = 1040 \)). (d) Average firing rate of a single neuron \( < \nu_i > \). For a constant external current the rate increases with increasing fraction of excitatory neurons (black crosses, for \( I_i = 2.6, 2.8, 3.0, 3.2, 3.4, 3.6, 3.8, 4.0, 4.2, 4.6 \)). The neurons' firing rate stays almost constant if we reduce the external current linearly with the number of excitatory neurons (blue crosses). We determined the value of \( N_E \) at the intersection point of the \( < \nu_i > \) versus \( I_i \) curves with the desired frequency by linear interpolation. The values \((I_i, N_E)\) that give rise to the desired frequency lie in good approximation on a straight line with slope \(-k \approx -0.05\) (cf. Inset to (d)).

The results are particularly remarkable since in mean-field descriptions of balanced networks, as long as the mean input to each cell is the same, the regime where \( N_E = 0 \) is comparable to the regime where \( N_E \) reaches the number of real-tized couplings (with appropriately reduced external excitatory current \( I_i \)).

**Temporally extended interactions**

Up to now, we considered \( \delta \)-coupling, where the response to an action potential is instantaneous. However, in biological neuronal systems the postsynaptic current has finite temporal extent. Thus, we investigate the influence of temporally extended interactions. The analysis gets more complicated, because neurons are permanently influenced by incoming signals. In our model we assume that the neuron looses the information about previously received spikes when it reaches the threshold and is reset.

We modify Eq. (6.1) by introducing a temporally extended interaction kernel \( g(t) \) (cf. sec. 2.5) so that the evolution of the membrane potential is given by

\[
\frac{d}{dt} V_i = f_i(V_i) + \sum_{j=1}^{N} \sum_{k \in Z} c_{ij} g(t - \tau_{jk} - \tau_{ij}).
\]  

(6.65)

In the following analysis we consider single exponential couplings, \( g(t) = \Theta(t) \cdot \beta e^{-\beta t} \) with time scales \( \gamma^{-1} > \beta^{-1} > 0 \), the time constant of the postsynaptic current is shorter than the membrane time constant (cf. sec. 2.2). As an exemplary neuron model we study the leaky integrate-and-fire neuron, \( f_i(V_i) = -\gamma V_i(t) + I_i \), (cf. secs. 2.4, 2.6) but the analysis can be easily extended to more complex neuron models and interaction kernels.
Numerical simulations show that the stability of the dynamics is robust against introduction of synaptic currents with small temporal extent, but on increase of temporal extension a transition to chaos occurs. In Fig. 6.10, the largest Lyapunov exponent, $\lambda_{\text{max}}$, in a random network ($N = 50$, $|\text{Pre}(i)| \equiv 10$, $\gamma = 1$, $I_i \equiv 4.0$, $\tau = 0.125$, $\sum_j \epsilon_{ij} \equiv -3.3$, $\tau_{ij} \equiv 0.1$) is estimated in dependence of the decay time constant $\beta$ of the synaptic current. For small time constant $\beta^{-1}$, the dynamics behaves similar to the dynamics in with $\delta$-pulse interactions, in particular it is stable, the largest Lyapunov exponent is negative. For increasing $\beta^{-1}$ the temporal extension becomes more and more influential and there is a transition to an unstable, chaotic regime with positive largest Lyapunov exponent.

We now study the stability properties analytically. We denote the last spiking time of neuron $i$ before $t_n$ by

$$t_0(n, i) = \max_{k \in \mathbb{Z}, \epsilon_{ik} \leq t_n} (t_{ik});$$

(6.66)

at $t = t_0(n, i)$ the potential of neuron $i$ was reset to zero. The solution of Eq. (6.65) together with the initial condition $V_i(t_0(n, i)) = 0$ is then given between the $n$th and $(n+1)$th network event by

$$V_{i,n}(t) = \frac{I_i}{\gamma} \left(1 - e^{-\gamma(t-t_0(n, i))}\right)$$

$$+ \frac{\beta}{\beta - \gamma} \sum_{j=1}^{N} \sum_{k \in \mathbb{Z}} \epsilon_{ij} \Theta (t'_{ijk} - t_0(n, i)) \Theta (t - t'_{ijk})$$

$$\times \left(e^{-\gamma(t-t'_{ijk})} - e^{-\beta(t-t'_{ijk})}\right),$$

(6.67)

where $t'_{ijk} = t_{ijk} + \tau_{ij}$ is the reception time of the spike sent at $t_{jk}$ by neuron $j$ to
neuron \( i \). The sum in Eq. (6.67) takes into account all spikes which are received by neuron \( i \) between \( t_0(n, i) \leq t \leq t_n \) and therefore influence the potential \( V_{i,n}(t) \). In the limit of very short temporal extension of the postsynaptic current, \( \beta \to \infty \), Eq. (6.67) becomes a solution of Eq. (6.1). After the \( n \)th event, neuron \( i \) would reach the threshold at \( t' \) under the assumption that there are no further inputs after \( t_n \). According to Eq. (6.67), \( t' \) is implicitly given by
\[
V_{\Theta,i}^n - V_{i,n}(A, t = t') = 0, \tag{6.68}
\]
where \( A \) is the vector of the original event times \( t_n, \ldots, t_{n-W} \),
\[
A = (t_n, \ldots, t_{n-W}), \tag{6.69}
\]
where we introduced \( W = \max_n(W(n)) \). To estimate the effect of a small perturbation \( \Delta t_n, \ldots, \Delta t_{n-W} \) of the event times \( t_n, \ldots, t_{n-W} \) on the hypothetical event time \( t' \) we linearize Eq. (6.68) at \( (A, t') \). The Jacobian of \( t, Dt \), with respect to former spike times, \( t_n, \ldots, t_{n-W} \), is given by
\[
Dt(A, t') = \left( \frac{\partial t}{\partial t_n}(A, t'), \ldots, \frac{\partial t}{\partial t_{n-W}}(A, t') \right)
= -\left( \frac{\partial V_{i,n}}{\partial t}(A, t') \right)^{-1} \cdot DV_{i,n}(A, t'). \tag{6.70}
\]
The linearized estimation of the displacement \( \Delta t' \) of \( t' \) is then given by
\[
\Delta t' = Dt(A, t') \cdot \begin{pmatrix}
\Delta t_n \\
\vdots \\
\Delta t_{n-W}
\end{pmatrix}
\]
\[
= \left( \frac{\partial V_{i,n}}{\partial t}(A, t') \right)^{-1} \cdot \sum_{k=n-W}^{n} \left( -\frac{\partial V_{i,n}}{\partial t_k}(A, t') \right) \cdot \Delta t_k. \tag{6.71}
\]
The special structure of \( V_{i,n}(t) \) (cf. Eq. (6.67)), more precisely the fact that \( V_{i,n}(t) \) depends on \( t \) via \( t - t_k \) for \( k = n - W, \ldots, n \), yields the identity
\[
\sum_{k=n-W}^{n} -\frac{\partial V_{i,n}}{\partial t_k}(A, t') = \frac{\partial V_{i,n}}{\partial t}(A, t'). \tag{6.72}
\]
Under the condition
\[
\frac{\partial V_{i,n}}{\partial t_k}(A, t') \leq 0 \quad \text{for all } k = n - W, \ldots, n, \tag{6.73}
\]
we can combine Eq. (6.71) and Eq. (6.72) and find bounds for the the displacement
\[
\min_{k=n-W,\ldots,n} (\Delta t_k) \leq \Delta t' \leq \max_{k=n-W,\ldots,n} (\Delta t_k). \tag{6.74}
\]
Condition (6.73) implies that if neuron $i$ sends or receives a spike earlier, also the threshold is crossed earlier. This always holds for $\delta$-couplings, for interactions with finite temporal extent it restricts the class of patterns as we show below. Eq. (6.74) is an analog to Eq. (6.23), sufficiently small perturbations stay bounded by the initial ones for finite times. This directly implies Lyapunov stability for periodic orbits. For general irregular dynamics and to prove asymptotic stability, the propagation of pulses through the network has to be studied as for the nonlinear stability analysis in the main part.

We now want to specify a class of periodic patterns which are stable in a network with temporally extended synaptic currents. The influences of various events on the $V_{i,n}(A, t')$ are as follows: For an influential spike receiving $t_k$, Eq. (6.67) yields

$$
\frac{\partial V_{i,n}}{\partial t_k} (A, t') = \frac{\beta}{\delta - \gamma} e^* \left( \gamma e^{-(\delta - \gamma)}(t' - t_k) - \beta e^{-\beta(t' - t_k)} \right),
$$

(6.75)

where $e^* < 0$ is the coupling strength from the sending neuron. For the last spike sending of neuron $i$, $t_k = t_0(n, i)$,

$$
\frac{\partial V_{i,n}}{\partial t_0(n, i)} (A, t') = -I_i e^{-\gamma(t - t_0(n, i))} < 0.
$$

(6.76)

For any other event $t_k$ a displacement of $t_k$ has no influence on $V_{i,n}(t)$, here

$$
\frac{\partial V_{i,n}}{\partial t_k} (A, t') = 0.
$$

(6.77)

Therefore, condition (6.73) reduces to a condition on Eq. (6.75) and can be reformulated as

$$
t' - t_k > \frac{1}{\delta - \gamma} \ln \left( \frac{\beta}{\gamma} \right) := T_d.
$$

(6.78)

where $t_k$ are the spikes arrival times at neuron $i$ since the last reset $t_0(n, i)$. This means that the class of patterns where each neuron $i$ does not cross the threshold for a time $T_d$ after receiving a spike are stable. For $\beta \to \infty$ the system tends to the $\delta$-pulse coupled system and indeed $T_d$ vanishes, $\lim_{\beta \to \infty} T_d = 0$ so that any non-degenerate orbit is stable. This is consistent with the nonlinear analysis of chapter 5 and of the previous sections. However, for temporally extended interactions unstable periodic orbits corresponding to non-degenerate patterns exists and also chaotic dynamics is possible (cf. Fig. 6.10a).

To illustrate our analytical findings, in Fig. 6.10b,c, we used a generalization of the method introduced in chapter 4 and designed networks of five neurons with temporally extended couplings ($\beta = 8$, delay $\tau_{ij} = \tau = 0.125$) that realize two predefined spike patterns (upper panel). Both patterns are the same, but with different inter-spike-intervals. In (b) all spikes are separated by $\Delta T = T_d + \tau$, which ensures that a neuron never spikes within a time period $T_d$ after receiving a spike; in (c) we choose the inter-spike-intervals smaller $\Delta T = (T_d + \tau) / 2$. The lower panels illustrates the stability properties: The spike times of the different
neurons are plotted relative to the spiking of neuron 1 in vertical direction. The horizontal direction is simulated time; different colors indicate spike times of the five different neurons. At certain points in time (blue arrows) the network dynamics is perturbed. Indeed, in agreement with our analytical findings the dynamics in (b) is stable. After a perturbation of size $\approx 0.2$ (maximum norm), the dynamics converge towards the periodic orbit. The dynamics in (c) is unstable: a perturbation of size $\approx 10^{-12}$ leads to a divergence from the unstable periodic orbit.

## 6.8 Conclusion and outlook

We have shown that generic trajectories which give rise to the irregular balanced state are exponentially stable in purely inhibitory strongly connected networks of neurons with delayed couplings and with infinitesimal synaptic time course.

Analytically, we have shown that the generic irregular dynamics, well described by the Poissonian approximation, is generated by exponentially stable trajectories. The proof is based on the observation that interactions lead to averaging between perturbations. Following the detailed spread of perturbations through a strongly connected network, we have shown that this leads to an exponential decay of perturbations as long as events are not interchanged. Using a Poissonian approximation, we observed that the minimum of the margins between potential future events decays much more slowly, namely algebraically, in agreement with numerical simulations. This allows sufficiently small perturbations to stay smaller than the minimal margin between events and to decay without changing event order and generating a large perturbation. We argued that the dynamics ultimately has to converge to a periodic orbit. In the previous chapter, ch. 5, it was not necessary to show the exponential decay for stable dynamics. This is ultimately a consequence of the existence of a minimal margin in non-degenerate periodic dynamics.

We numerically illustrated and refined our analytical results. For rather small, sparse networks we showed that indeed the dynamics converges to a periodic orbit, the irregular stable transient however grows exponentially with network size so that the transient dynamics dominates for larger networks.

Finally, we studied the robustness of our results against changes in the model numerically and analytically by introduction of excitatory couplings and by introducing finite synaptic decay time constants and specified the transition to chaotic dynamics.

Previous numerical simulations (cf. sec. 6.1) on a subclass of the networks considered were interpreted as suggesting unstable dynamics [76]. In contrast, in simpler networks without coupling delay; stable dynamics was found when numerically investigating weakly diluted or analytically investigating fully connected networks [208, 98]. We have now analytically shown that the dynamics is stable for networks with more general topology and with coupling delay. The results presented allow to explain the mechanisms leading to the numerical observations given in Ref. [76]. Details are given in appendix A.
Our results yield new insights in the balanced state of neural networks which is considered a model for the ground state of cortical dynamics [10]. We have seen that in a large and important class of networks the dynamics is irregular but stable and may thus be predictable (cf. the concept of stable chaos [156, 208]). The consequences of stable irregular dynamics for neural systems, especially computational issues remain to be investigated. Also, it is necessary to find more detailed models with this type of dynamics.

Another interesting direction for future research is to study the large $N$ limit. If the number of inputs stays constant when $N$ tends to infinity (the network becomes arbitrarily sparse) we expect that the size of basin of attraction of the trajectories might not tend to zero since only interchanges of potential future events at a particular neuron causes neighboring trajectories to deviate.

Our results shed new light on irregularity in neural networks which is often associated with chaotic dynamics. In the networks considered, the dynamics is stable. The origin of the highly irregular dynamics has to be further investigated. The fact that in small and in homogeneous networks the dynamics quickly converges to periodic orbits suggests an important role of high dimensionality and network heterogeneities.
Chapter 7

Propagation of synchrony in random neural networks

Recent experiments show that excitatory inputs simultaneously arriving at a neuron can lead to a somatic EPSP that is supra-linearly enhanced compared to the linearly added EPSPs in response to individual inputs [82, 13, 157, 71, 70]. In the following chapter, we study the dynamics of random recurrent networks of spiking neuron models that interact synaptically with dendritic integration that is supra-additive. We replace the commonly used linear and additive coupling of excitatory synaptic inputs by experimentally observed, nonlinear, supra-additive coupling [13, 157, 71, 70]. We find that purely random networks are capable of stably propagating synchronous spiking activity within a recurrent network if the coupling is supra-additive.

Using analytical arguments and numerical simulations, we study conditions for networks with propagating dynamics and the transition from networks with non-propagating dynamics. In a deterministic approximation, upon increasing the strength of non-additivity, a tangent bifurcation creates a stable fixed point for the mean size of a synchronous pulse, enabling propagation. Our results in particular suggest that additional structural features of the network connectivity, such as super-imposed feed-forward structures in ‘synfire chains’ [3, 83, 54], which have been proposed as a model for the generation of precise spike timing, may not be required for the propagation of synchronous spiking activity and the generation of precise spike timing in recurrent networks.

7.1 State of the art

A famous model for the propagation of synchrony through neural networks are ‘synfire chains’. Synfire chains consist of groups of neurons that are feedforwardly connected via excitatory connections to a chain. When these feedforward structures
are embedded in an otherwise random network, they allow synchronous activity to successively propagate from one group in the chain to the next [3, 83, 54, 18]. A related modeling study investigated if strengthening of already existing connections in a random network could lead to propagation of synchrony in networks of leaky integrate-and-fire neurons with temporally extended synaptic currents. While firing rate signals propagate over six groups of neurons when the connecting excitatory synapses are significantly strengthened (by a factor of 12 – 16 compared with other connections), this does not lead to propagation of precise synchrony since the strong excitatory connections lead to multiple spikes in response to synchronous pulses and thus to lengthening of pulse packets. Propagation of synchrony over six groups of neurons can be achieved by strongly increasing synapse strength (factor 30) and additionally decreasing the responsiveness of neurons within the groups (factor 10 compared to neurons that do not belong to a group) [201].

Several models for neurons exist that incorporate nonlinear dendritic interactions. There are highly detailed multi-compartment models of neurons in CA1, that reflect the detailed morphology and ion channel distribution of neurobiological neurons [3, 153, 71]. These models also show dendritic spikes and the response properties agree with those of neurobiologically recorded neurons. Also more abstract models suited for studies in discrete time and in rate models have been derived (e.g. [127, 128, 130, 129, 12, 154]). In the two-layer model of synaptic integration, segments of the dendritic tree act as separate thresholded sub-units. The outputs of these subunits are gathered in a second layer and thresholded to produce the overall response of the cell. (The extension to the multi-layer model with more than two layers is straightforward.) For sigmoidal threshold functions that act on linearly summed inputs, this simple model predicts the rate response properties of a highly detailed compartmental model very well [154]. Also the computational abilities of dendritic nonlinearity in different neural microcircuits have been studied (e.g. [130, 12], cf. [129, 112] for reviews). However, up to now, no spiking single compartment model that incorporates nonlinear dendritic enhancement has been established and there is no study about the influence of nonlinear dendritic interactions on the dynamics of recurrent spiking neural networks.

7.2 The model

How can we incorporate non-additive coupling in single compartment spiking neural network models? Non-additive coupling due to fast dendritic spikes is observed for synchronous inputs, where ‘synchronous’ means ‘with time difference of about 2ms or less’ [13]. We idealize this by considering exactly synchronous inputs, i.e. spikes that arrive at identical times.

Usually, the input strength due to several exactly synchronous inputs is considered to be the sum of the input strengths of the individual inputs (cf. sec. 4.4). We model nonlinear enhancement and saturation by modulating the linearly summed strengths of excitatory inputs with a nonlinear, sigmoid-like function $\sigma$.
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(cf. [128, 129, 154]). We further assume that the synapses have infinitesimal time course and that the delay \( \tau \) between spike sending and somatic response is constant for all neurons. In particular, firing due to supra-threshold excitation occurs precisely after the delay time \( \tau \). These assumptions are appropriate for the description of neurons with fast dendritic spikes: Action potentials mediated by fast dendritic spikes [13] occur \( \tau = 5 \text{ms} \) after stimulation with sub-millisecond inter- and intra-neuronal jitter while the action potential timing strongly varies in time if no dendritic spike is elicited. Indeed, the supra-threshold excitation of interest in our model network will mostly be due to nonlinearly enhanced excitatory inputs. Further, we will include a constant input current guaranteeing that spiking does not only occur due to supra-threshold excitation and thus also imprecise responses exist.

Since the synaptic currents have infinitesimal time course, precisely synchronous spiking and receiving occurs in the networks. If a neuron sends a spike, due to the constant delay, all postsynaptic neurons will receive the input at the same time. If two of the postsynaptic neurons receiving an excitatory input are sufficiently close to the threshold, the input can be supra-threshold for both neurons, and they fire simultaneously. The generated spikes in turn simultaneously arrive at the postsynaptic targets and neurons postsynaptic to both sending neurons receive exactly synchronous inputs.

In general, if a group of neurons fires simultaneously, a subset of neurons in the network will receive spikes precisely after the delay time \( \tau \). The neurons for which this input is supra-threshold fire simultaneously and thus can in turn excite a further group and so on. In this way, chains of synchronous pulses occur in the network. We consider chains generated by stimulating an initial group of neurons to fire simultaneously and analyze their evolution. We will see that they quickly die out (i.e. the pulse-sizes decay to the level of spontaneously synchronous pulses) in linearly coupled random networks. In contrast, in nonlinear coupled random networks with similar parameters, they can persist embedded in the background activity.

To allow for theoretical predictions based on the diffusion approximation, sec. 2.10, in this chapter we specialize on networks of leaky integrate-and-fire neurons introduced in sec. 2.6. The scheme of incorporating nonlinear coupling in the networks by modulating precisely synchronous inputs is of course applicable to any network model with instantaneous synaptic coupling, in particular to networks of Mirollo-Strogatz neurons (ch. 3) and we expect the described effects of nonlinear coupling to be largely independent of the neuron model.

We consider recurrent random networks of \( N \) leaky integrate-and-fire neurons. The probability for the existence of a directed synaptic coupling between two neurons is \( p_{i} \), the probabilities for the coupling being excitatory and inhibitory are \( p_{\text{E}} \) and \( p_{\text{I}} = 1 - p_{\text{E}} \), respectively. The dynamics of the membrane potential \( V_{l} \) of neuron \( l \) in a network with linear coupling is given by Eq. (2.18). We now collect
the spike events into pulses of simultaneously sent spikes and rewrite Eq. (2.18) as

\[ \frac{dV_i(t)}{dt} = -\gamma V_i(t) + \sum_{j=1}^{n} \sum_{t^j=0} \sum_{\tau=0}^{T} \epsilon_{ij} \delta(t - t^j - \tau) + I_0, \]  

(7.1)

where \( f \) labels the sending times in the network and \( t^f \) is the network’s \( f \)th sending time. Further, we introduced the set \( M(f) \) collecting the neurons sending a spike at the \( f \)th sending time,

\[ M(f) = \{ j : \exists n : \epsilon^f_{jn} = t^f \}, \]  

(7.2)

where \( \epsilon^f_{jn} \) are the spike times of neuron \( j \). As in the preceding chapters, the inverse membrane time constant \( \gamma = 1/\tau_{\text{mem}} \) measures the dissipation of the system, \( \epsilon_{ij} \) is the coupling strength from neuron \( j \) to neuron \( l \) and \( \tau \) the transmission delay. Each neuron receives some constant external input \( I_0 \). When the membrane potential reaches or exceeds the threshold, \( V_i(t^-) \geq \Theta \), it is reset to \( V_i(t^-) = V_r \). We now introduce the sets \( M_{1,f}(f) \), collecting the spikes sent at \( t^f \) that have an excitatory effect on neuron \( l \), and \( M_{2,f}(f) \), collecting the spikes sent at \( t^f \) that have an inhibitory effect on neuron \( l \),

\[ M_{1,f}(f) = \{ j : (\epsilon_{ij} > 0 \land \exists n : \epsilon^f_{jn} = t^f) \}, \]  

(7.3)

\[ M_{2,f}(f) = \{ j : (\epsilon_{ij} < 0 \land \exists n : \epsilon^f_{jn} = t^f) \}. \]  

(7.4)

Introducing these definitions, Eq. (7.1) reads

\[ \frac{dV_i(t)}{dt} = -\gamma V_i(t) \]

\[ + \sum_{f} \left[ \sum_{j \in M_{1,f}(f)} \epsilon_{ij} + \sum_{j \in M_{2,f}(f)} \epsilon_{ij} \right] \delta(t - t^f - \tau) + I_0. \]  

(7.5)

Since inhibition and excitation often act at different places at a single neuron, we assume that the inhibition has no influence on the nonlinear dendritic effects. We further do not account for the influence of synaptic position on the nonlinear dendritic interactions. This influence can be strong due to the diversity of dendritic branches [157]. We consider model neurons with one nonlinear dendrite where the excitatory contacts of the presynaptic neurons considered end and nonlinearly interact. The nonlinear coupling is modeled by a nonlinear function \( \sigma \) which modulates the total excitatory input,

\[ \frac{dV_i(t)}{dt} = -\gamma V_i(t) \]

\[ + \sum_{f} \left[ \sigma \left( \sum_{j \in M_{1,f}(f)} \epsilon_{ij} \right) + \sum_{j \in M_{2,f}(f)} \epsilon_{ij} \right] \delta(t - t^f - \tau) + I_0 \]  

(7.6)
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Figure 7.1: Sigmoidal dendritic summation function. The interaction function maps the somatic peak EPSP expected for additive interaction of inputs to the actual peak EPSP strength. Due to the presence of fast dendritic spikes (cf. sec. 2.1), there is nonlinear enhancement of inputs when the input strength passes a threshold $V_a$. The values for $V_a$, $V_b$ and $V_c$ are chosen in agreement with biological data \[157\].

which reduces for $\sigma(\epsilon) = \epsilon$ to the usual leaky integrate-and-fire network model with linear additive coupling. Interestingly, the function $\sigma$ can be directly read off the experimental literature. Due to the infinitesimal rise time of the membrane potential in response to arriving spikes, the coupling strength of some excitatory coupling $\epsilon_{lj}$ equals the peak excitatory postsynaptic potential (EPSP) in a stimulation paradigm where all other inputs, in particular $I_0$, are set to zero. Also, since our model is current based and linear in $V_i$, the sum of the EPSPs in response to separate inputs $\epsilon_1, ..., \epsilon_n$ equals the EPSP in response to one input with strength $\epsilon_1 + ... + \epsilon_n$. The nonlinear coupling function $\sigma$ now has a straightforward interpretation: It maps the peak EPSP strength expected from linearly adding the coupling strengths $\sum_{j \in M_i \cap \mathcal{F}} \epsilon_{lj}$ to the actual value. This is given in instances of experimental literature as characterization of nonlinear dendritic enhancement \[157\]. The function $\sigma(\epsilon)$ was experimentally found to have a sigmoidal shape, a linear part with slope one for small values of $\epsilon$ and saturation at high values. We thus model the non-additive coupling by a linear behavior $\sigma(\epsilon) = \epsilon$ at low values $\epsilon \leq V_a$, a constant saturation $\sigma(\epsilon) = V_c$ at high values $\epsilon \geq V_b$, and linearly interpolate $\sigma$ between these values, cf. Fig. 7.1. If not stated otherwise, the parameters used in the examples below are $V_a = 2mV$ for the onset of supra-additivity, $V_b = 4mV$ for the onset of saturation and $V_c = 6mV$ for the level of saturation, in agreement with experimental measurements\[157\]. The network parameters are $N = 1000$, $p_0 = 0.3$, $p_{Ex} = p_{In} = 0.5$, $\tau_{mem} = 8ms = 1/\gamma$, $\tau = 5ms$, $I_0\tau_{mem} = 17.6mV$.

\[1\]The values quoted at [157] derived for slow dendritic spikes. In [13], the onset of nonlinearity and the level of saturation lie higher, the values are used in ch. 8. Employing different parameter values does not change the qualitative results of the recent chapter.
\begin{align*}
\Theta &= 16\text{mV}, \ V_e = 0\text{mV} \text{ and } \varepsilon_{lj} = 0.2\text{mV} \text{ if the coupling from neuron } j \text{ to neuron } l \text{ is excitatory and } \varepsilon_{lj} = -0.2\text{mV} \text{ if it is inhibitory. Isolated neurons show spiking with period } T_{0,l} \approx 19.2\text{ms.}
\end{align*}

### 7.3 Synchrony in linearly and non-linearly coupled networks

At time \( t_0 \), we excite a group of neurons with size \( g'_0 \) to fire synchronously. This may cause a subgroup of the neurons which are postsynaptic to group \( 0 \) to fire an exactly synchronous pulse since they receive supra-threshold excitation. These neurons in turn potentially cause a subgroup of their postsynaptic neurons to synchronously fire etc. We study the chains of firing events resulting from this mechanism. Due to the identical coupling delays \( \tau \) and the infinitely short rise time of the EPSPs, such a chain can be easily separated from background activity: The \( g'_k \) members of the \( k \)th pulse are the only neurons to fire precisely at \( t_0 + k\tau, \ k \in \mathbb{N} \).

First, we consider the propagation of synchronous pulses in networks with purely linear, additive coupling. For such networks, we find that chains of synchronous spiking activity rapidly die out, i.e. the pulse-sizes reduce to the level of spontaneous synchronization, cf. Fig. 7.2, 7.4. consistent with previous studies [54, 201].

In a non-linearly coupled network, for a broad set of parameters \( V_a, V_b, V_c \), propagation of synchrony is stable. A chain started with a large enough, but not too large pulse-size can persist for a long time. After a few steps the pulse-sizes reach a level where they fluctuate around some mean value (cf. Fig. 7.3). Spontaneously synchronized pulses are small and do not reach the size-threshold for stable propagation.

This stable propagation of synchrony can be intuitively understood. Small pulses behave as for linear, additive coupling, i.e. the chains usually die out after a few steps and do not give rise to larger pulses. Thus, the probability for larger pulses to occur spontaneously is sufficiently small so that the background activity is stable. If a larger initial pulse is excited, e.g. by external stimulation, postsynaptic neurons get sufficient excitatory input so that the nonlinearity becomes effective. Since inhibition only increases linearly, the number of postsynaptic neurons for which excitation dominates is larger than in the linearly coupled networks. This causes more neurons to fire in response to the pulse. For pulses with certain sizes \( g' \), the mean number of neurons usually firing in response to it can then exceed \( g' \) so that the number of neurons synchronized in each step of the chain grows. However, if the pulse-size becomes too large, saturation of the excitatory inputs sets in while inhibition still grows. Thus the size of the responding neuron group decays. Additionally, if the membrane time constant \( \tau_{\text{mem}} \) is larger than the transmission delay \( \tau \), neurons that were active in the previous pulse are in a relative refractory period when the spikes arrive. Indeed, in Figs. 7.2, 7.3) neurons firing synchronously at \( t_0 \) do not send spikes at \( t_0 + \tau \). So the number of neurons able to respond decreases if the previous pulse grows. Taken together, the pulse-size
Figure 7.2: Synchrony does not propagate in networks of linearly coupled neurons. Panel (c) shows the spiking activity of the first 200 neurons in a network of 1000 neurons (parameters of the network, see text) versus time. A chain of synchronous pulses is initiated by applying external supra-threshold inputs to the first 100 neurons at time $t_0 = 150\text{ms}$. Red colored spikes are sent as part of a synchronous pulse within the chain. Gray lines indicate the times $t_0 + k\tau$, $k \in \{0, ..., 8\}$, where pulses of the chain of size larger than zero are present. The decay of pulse-sizes is illustrated by part (a), showing the size of pulses isolated from the background activity. (b) displays the number of spikes per bin of 1ms taken over the entire network. Only for the first two pulses the spike rate (measured per bin of 1ms) is enhanced due to presence of large synchronous pulses and the pulse activity is distinguishable from background activity.
Figure 7.3: Synchrony propagates in networks with supra-additive coupling. Panel (c) shows the spiking activity of the first 200 neurons in a network of 1000 neurons (parameters see text). At time $t_0 = 150\text{ms}$ a synchronous pulse of 100 neurons is initiated by external supra-threshold inputs. The pulse-sizes of the initiated chain are illustrated in part (a) of the figure. (b) The presence of larger synchronized pulses is reflected by changes in the network rate. The histogram displays the number of spikes sent per bin of 1ms. (See Fig. 7.2 for further description).
within the chain can stay stably within a certain range of pulse-sizes \( g' \).

### 7.4 Analysis of propagating and non-propagating states

We studied the evolution of pulse-sizes numerically and analytically. Numerically, we measured \( P(g_{i+1}|g_i) \), with random variables \( g_{i+1}, g_i \), \( i \in \mathbb{N}_0 \), describing the pulse-sizes and assuming values in \( \{1, \ldots, N\} \). \( P(g_{i+1} = g'_{i+1}|g_i = g'_i) \) is the probability that the \( i \)th pulse with \( g'_i \) simultaneously firing neurons causes a pulse of \( g'_{i+1} \) neurons to fire simultaneously in response [144, 7]. From the conditional probabilities, the mean size of a pulse following a pulse of size \( g'_i \) can be derived, i.e. the conditional expectation

\[
E(g_{i+1}|g_i = g'_i) = \sum_{j=1}^{N} j P(g_{i+1} = j|g_i = g'_i). \tag{7.7}
\]

Both in networks of linearly and nonlinearly coupled neurons, the distributions of transition probabilities between the sizes \( g_0 \) and \( g_1 \) of the initial and the first pulse (Figs. 7.4, 7.5) are qualitatively similar to the transition probabilities between sizes of later pulses. Further, they are expected to approximately fulfill the Markov property. As an example, Fig. 7.6a,b,e show the transition probabilities \( P(g_2 = g'_2|g_1 = g'_1, g_0 = g'_0) \) for different values of \( g'_0 \). Indeed, the probability distributions are largely independent from \( g'_0 \). \( P(g_2|g_1 = g'_1, g_0 = g'_0) \sim P(g_2|g_1 = g'_1) \).

In general, neurons participating in pulse \( i-1 \) are close to being equilibrated, i.e. the probability density of their membrane potential \( P(V) \) is close to the one of non-participating neurons, when the spikes from pulse \( i \) arrive. This is a consequence of the choice of parameters \( \tau \) and \( \gamma \) and the balance between excitation and inhibition (We note that total excitation dominates due to the presence of supra-threshold input current \( I_0 \) to each neuron). If \( \tau_{mem} = 1/\gamma \) approaches \( kr \) with \( k = 2 \), sizes of earlier pulses influence the transition probabilities from \( g_i \) to \( g_{i+1} \) since neurons firing in earlier pulses are still relatively refractory and not excitable.

The results displayed in Fig. 7.6 were derived initiating synchronous pulses of size \( g'_0 \) twice (with different initial conditions and at different times \( t_0 \)) in 1500 different random networks. In Fig. 7.6a,c,e only a section of the transition matrix is displayed since stimulation of an initial pulse of size \( g'_0 \) coevoked responses with the rather localized probability distribution \( P(g_1|g_0 = g'_0) \) \( g_1 \) cannot be predefined. In contrast, the probability distributions \( P(g_1|g_0 = g'_0) \) are better extended over the interval of interest so that Fig. 7.6b,d,f shows the entire distribution in the interval of interest. In Fig. 7.6b, chains that already decayed to the level of spontaneous synchronization lead for larger \( g'_0 \) to sparser data for \( P(g_{11}|g_0 = g'_0) \). The figure shows that the transition probabilities are still qualitatively similar to \( P(g_1|g_0 = g'_0) \) despite the fact that the presence of large synchronous pulses of course influences...
Figure 7.4: Evolution of synchronous pulses in linearly coupled networks. Probability distributions $P(g_1|g_0 = g'_0)$, i.e. distribution of pulse-size $g_1$ at $t_0 + \tau$ in response to a pulse of size $g_0 = g'_0$ and mean responses $E(g_1|g_0 = g'_0)$ (green squares) are plotted against the initial pulse-size. Error of the mean (2σ-confidence interval) has the size of the plot symbol. Numerical results were derived by initiating synchronous pulses of size 1, 7, 13, ..., 181, twice (with different initial conditions and at different times $t_0$) in 50 different random networks (parameters as in Fig. 7.2). An analytical result for $E(g_1|g_0)$ derived from diffusion approximation is given by the blue dots. The result of a semi-analytical approach (see text) is given by red dots. Under stationary and Markovian assumption this representation can be interpreted as a statistical iterated map, i.e. as the transition matrix of a homogeneous Markov chain (cf. 2.9). There is no area from where the pulse-sizes do not quickly converge with high probability to the level of spontaneously synchronized neuron groups.
Figure 7.5: Evolution of synchronous pulses in nonlinearly coupled networks. Probability distributions $P(g_1 | g_0 = g'_0)$, and mean responses $E(g_1 | g_0 = g'_0)$ (green squares) are plotted against the initial pulse. Numerical results were derived by initiating synchronous pulses of size 1, 7, 13, ..., 181, twice (with different initial conditions and at different times $t_0$) in 50 different random networks (parameters as in Fig. 7.3). An analytical estimate derived from diffusion approximation and connectivity properties of the random network for $E(g_1 | g_0)$ is given by blue dots. Red dots give the values derived from a semi-analytical approximation. In contrast to Fig. 7.4, the probability for chains with pulse-sizes between $G_1$ and $G_3$ to converge to the level of spontaneously synchronized pulses is rather low (see also Fig. 7.6): There is a stable propagating state in the network.
Figure 7.6: Later evolution of synchronous pulses in nonlinear networks. Panels a,c,e: Section of the transition matrix $P(g_2 = g'_2|g_1 = g'_1, g_0 = g'_0)$ from pulse 1 to pulse 2 for fixed values of $g'_0$, (a) $g'_0 = 75$, (c) $g'_0 = 100$, (e) $g'_0 = 125$ (gray shaded) and conditional expectations $E(g_2|g_1 = g'_1, g_0 = g'_0)$ (green boxes). Panels b,d,f: Transition matrix $P(g_{11} = g'_{11}|g_{10} = g'_{10}, g_0 = g'_0)$ from pulse 10 to pulse 11 for fixed values of $g'_0$, (b) $g'_0 = 75$, (d) $g'_0 = 100$, (f) $g'_0 = 125$ (gray shaded) and conditional expectations $E(g_{11}|g_{10} = g'_{10}, g_0 = g'_0)$ (green boxes). Errors of the conditional expectations (2σ confidence interval) are highlighted by error bars.
the overall network dynamics. Indeed, quantitatively, there are differences: The pulse-sizes are shifted to larger values.

For the first steps of evolution, $E(g_1|g_0)$ and $P(g_1|g_0)$ yield a good understanding of the mechanism that leads to stable propagation of synchronization (cf. also sec. 7.6). For networks of linearly coupled neurons, each pulse of $g_0' \geq G_0 \approx 4$, where $G_0$ is the intersection point of the interpolated $E(g_1|g_0 = g_0')$-values with the diagonal (cf. Fig. 7.4), excites on average pulses with smaller size. Indeed, due to similarity of transition matrices in later steps, all such pulses die out quickly. Also for different network parameters investigated, the shape of the curve stays the same. Increase of excitation for example only shifted $G_0$ to higher values, which could lead to instability in the background dynamics (every spike evokes a chain of large synchronous pulses) but not to propagation of synchrony in front of a stable background of asynchronous spikes. In contrast, in networks of nonlinearly coupled neurons there can be a zone of propagation where chains with larger pulse-sizes persist. These are roughly bounded by the second intersection point with the diagonal $G_1$ and by $G_3$ (cf. 7.5). Pulses with size between $G_1$ and $G_2$ are expected to lead to responses between $G_1$ and $G_3$. Pulses with size between $G_1$ and $G_3$ are expected to evoke pulses with size between $G_1$ and $G_3$ again. However, if the probability distribution allows pulses between $G_1$ and $G_3$ to assume values larger than $G_3$ with sufficiently high probability, the chains will die out rather quickly: Pulses with sizes larger than $G_3$ typically evoke pulses with sizes smaller than $G_1$ and these have a high probability to decay to zero. Thus, the emergence of a narrower peak in $E(g_{i+1}|g_i = g'_i)$ shifted to higher values as seen for later stages of evolution (cf. Fig. 7.6) can promote dying out of chains if it becomes too pronounced.

### 7.5 Analytical derivation of the transition probabilities

The analytical derivation of $P(g_{i+1}|g_i)$ is based on the diffusion approximation in the large $N$ limit (in particular, we did not consider quenched disorder, i.e. differences between neurons due to network heterogeneity). We approximate the inputs from background activity with Poissonian spike trains. Then, no simultaneous spikes occur due to background activity and therefore no nonlinear enhancement of inputs. In this approximation, the mean and the variance of the input are given by Eqs. (2.20, 2.21). Taking the constant external input current into account and rewriting the equations in the notation of this chapter, yields for the mean input and its variance

$$\mu = I_0 + p_0 N \nu (\mu x_{\text{ex}} + \mu x_{\text{in}}),$$

$$\sigma^2 = p_0 N \nu (\mu x_{\text{ex}}^2 + \mu x_{\text{in}}^2),$$

(7.8) (7.9)
where \( \nu \) is the network frequency, that is determined by the self-consistency equation Eq. (2.30),

\[
1 = \nu \frac{\sqrt{\pi}}{\gamma} \int_{\frac{-1}{\mu \sigma}}^{\frac{1}{\mu \sigma}} \exp(u^2)(1 + \text{erf}(u))du. \tag{7.10}
\]

Finally, the probability density \( P(V) \) is given (cf. sec. 2.29) by

\[
P(V) = \frac{2\nu}{\sigma^2} \exp\left(-\frac{\gamma V - \mu}{\gamma \sigma^2}\right) \int_{V_U}^{\Theta U} \Theta(s - V) \exp\left(\frac{\gamma s - \mu}{\gamma \sigma^2}\right) ds, \tag{7.11}
\]

for \( V \leq \Theta_U \) and \( P(V) = 0 \) for \( V > \Theta_U \). Since the synapses have infinitesimal time course, the arrival of a spike with strength \( \varepsilon \) at some neuron leads to an instantaneous jump in the membrane potential about \( \varepsilon \). Thus, the probability \( F(\varepsilon) \) that a neuron is excited above threshold when it receives an input of strength \( \varepsilon \), is the probability that its membrane potential is larger than \( \Theta_U - \varepsilon \). In terms of \( P(V) \), this probability is given by

\[
F(\varepsilon) = \int_{\Theta_U - \varepsilon}^{\Theta_U} P(V)dV, \tag{7.12}
\]

cf. Fig. 7.7, the cumulative distribution function from the right (since \( P(V) = 0 \) for \( V > \Theta_U \) we could replace the upper bound by \( +\infty \)). We now derive the probability that a neuron receives an input of strength \( \varepsilon \) from a synchronized neuron group of size \( g_1 = k \). Our network has the topology of an Erdős-Rényi random graph with probability \( p_0 \) for the existence of a coupling, \( p_{\text{Ex}} \) for the probability that this coupling is excitatory and \( p_{\text{In}} = 1 - p_{\text{Ex}} \) that it is inhibitory. In particular, there are no separate excitatory and inhibitory neuron populations (cf. sec. 2.2). Thus, the coupling received from a specific neuron in the synchronized group can be interpreted as the result of a generalized Bernoulli Experiment with three possible outcomes, excitatory coupling, inhibitory coupling and no coupling, with corresponding probabilities \( p_0 p_{\text{Ex}}, p_0 p_{\text{In}}, (1 - p_0) \). The probability that a neuron receives \( j_1 \) excitatory, \( j_2 \) inhibitory connections and no connections from \( k - j_1 - j_2 \) neurons of the synchronized group, is given by the the multinomial distribution

\[
M(k, j_1, j_2) = \binom{k}{j_1, j_2, k - j_1 - j_2} (p_0 p_{\text{Ex}})^{j_1} (p_0 p_{\text{In}})^{j_2} (1 - p_0)^{k - j_1 - j_2}, \tag{7.13}
\]

with the multinomial coefficient

\[
\binom{k}{j_1, j_2, k - j_1 - j_2} = \frac{k!}{j_1! j_2! (k - j_1 - j_2)!}. \tag{7.14}
\]

The effective input resulting from these connections in a network where the simultaneous excitatory inputs are modulated with the coupling function \( \sigma \) (cf. Eq. 7.6) is then given by

\[
\varepsilon(j_1, j_2) = \sigma(j_1 \varepsilon_{\text{Ex}} + j_2 \varepsilon_{\text{In}}). \tag{7.15}
\]
Figure 7.7: Probability density $P(V)$ of the membrane potentials during background activity in networks of linearly (a) and nonlinearly (c) coupled neurons. Red bars show probability density $P_{\text{act}}(V)$ as measured in a network of 1000 neurons (parameters see text). Black curves show the theoretical prediction from Poissonian approximation $P(V)$. In Poissonian approximation no precisely synchronous spikes occur, so the theoretical prediction is identical in both cases. Further, since the spontaneously synchronized neuron groups do not reach sufficient size to generate input pulses larger than the threshold $V_a$, also the measured probability densities are indistinguishable. The measured distribution deviates from the theoretical prediction due to finite size effects. The corresponding distributions $F(\varepsilon)$, integrated backwards from threshold, are given in (b) (linear coupling) and in (d) (nonlinear coupling). $F_{\text{act}}(\varepsilon)$ as derived from the measured $P_{\text{act}}(V)$ (red bars) deviates from the theoretical predictions (black curves) near $V = 0$ as a consequence of the deviations of $P_{\text{act}}(V)$ from $P(V)$ near threshold.
The joint probability that a neuron receives $j_1$ excitatory inputs and $j_2$ inhibitory inputs and is excited above threshold is then given by $F(\varepsilon(j_1, j_2))M(k, j_1, j_2)$. We note that this probability is zero if inhibition dominates, since $F(\varepsilon) = 0$ for $\varepsilon < 0$. The total spike sending probability for an equilibrated neuron in response to a previous pulse of size $k$ is the sum

$$P^* (k) = \sum_{j_1=0}^{k} \sum_{j_2=0}^{k-j_1} F(\varepsilon(j_1, j_2))M(k, j_1, j_2). \quad (7.16)$$

If in the simultaneously spiking group $g_i = k$ neurons were active, after the delay time $\tau$ there are $N-k$ neurons that are excitatory enough to react to the synchronous input with supra-threshold firing (as mentioned above, this depends on the size of $\tau_{mem} = 1/\gamma$ relative to $\tau$). We will further assume that these neurons are equilibrated. Then, the firing of one of these neurons can be considered as result of a Bernoulli experiment with probability $P^*(k)$. The probability that $g_{i+1} = j$ neurons fire in response to a synchronous pulse of $k$ neurons is then binomially, $B(N - k, P^*(k))$, distributed,

$$P(g_{i+1} = j | g_i = k) = \binom{N-k}{j} P^*(k)^j (1 - P^*(k))^{N-k-j}. \quad (7.17)$$

The expected number of neurons firing in response to a synchronous pulse of size $k$ is the conditional expectation $E(g_{i+1} | g_i = k)$,

$$E(g_{i+1} | g_i = k) = \sum_{j=0}^{N-k} j P(g_{i+1} = j | g_i = k)$$

$$= (N-k) P^*(k)$$

$$= (N-k) \sum_{j_1=0}^{k} \sum_{j_2=0}^{k-j_1} F(\varepsilon(j_1, j_2)) \binom{k}{j_1, j_2, k-j_1-j_2} \times$$

$$(p_0 p_{ex})^{j_1} (p_0 p_{in})^{j_2} (1 - p_0)^{k-j_1-j_2}. \quad (7.18)$$

The analytically derived values for $E(g_{i+1} | g_i)$ with $i = 0$ agree well with the numerically derived values as shown in Fig. 7.4 for the network with linear couplings and in Fig. 7.5 for network with nonlinear couplings. Deviations are due to the deviations of $P(V)$ from the actual probability $P_{act}(V)$ in the network (cf. Fig. 7.7), due to the fact that the neurons are not absolutely refractory and not completely equilibrated, due to other finite size effects (quenched disorder) and due to changes of the network dynamics in presence of synchronous pulses. For later pulses, the changes in the network dynamics are more severe, so that we see a less good agreement (cf. Fig. 7.6). To eliminate errors due to Poissonian approximation, we derived the probability density of the membrane potentials $P_{act}(V)$ numerically from background activity. Replacing $F(\varepsilon)$ by $F_{act}(\varepsilon)$,

$$F_{act}(\varepsilon) = \int_{\Theta_U - \varepsilon}^{\Theta_U} P_{act}(V) dV, \quad (7.19)$$
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in Eqs. (7.17, 7.18) yields \( P(g_{i+1}|g_i) \) and \( E(g_{i+1}|g_i) \) in a semi-analytical way. The agreement with the numerically measured expectation values is better than in the purely analytical approach, however some error sources as described above remain. Comparison between the numerically measured \( P_{\text{act}}(V) \) and \( P(V) \) reveals small differences (cf. Fig. 7.7). In particular, due to the finite size network with constant input current, there is a finite density \( P_{\text{act}}(V) \) arbitrarily close to threshold in contrast to the theoretical prediction with \( P(\Theta_\tau^\infty) = 0 \), cf. sec. 2.10. This also leads to a peak at reset \( V = 0 \), where neurons with membrane potentials exceeding the threshold are set in again. Due to the deviations near threshold, \( F_{\text{act}}(\varepsilon) \) is larger than the analytical prediction \( F(\varepsilon) \) near \( \varepsilon = 0 \). Since small input sizes often occur in the network, these deviations are responsible for the larger values of \( E(g_{i+1}|g_i = g'_i) \) in the semi analytical approach compared to the analytically derived values Fig. (7.4, 7.5).

7.6 Transition to the propagating state

In this section we investigate the transition from linear networks to networks that give rise to stable propagation of synchrony. We will consider the first steps of time evolution that are well described by the transition matrix \( P(g_i = g'_i|g_0 = g'_0) \) and by \( E(g_i|g_0 = g'_0) \). We note that also changes of background dynamics due to the presence of synchronous pulses might stabilize or destabilize propagation. These effects have to be investigated separately. To obtain analytical insights into the transition to networks that give rise to stable propagation of synchrony, as an approximation we consider the evolution of pulse-sizes as deterministic, where the number of neurons responding to a pulse of size \( g'_0 \) is given by the expected value \( E(g_i|g_0 = g'_0) \) which can be analytically derived from diffusion approximation. Since \( E(g_i|g_0 = g'_0) \) is in general not an integer, we consider a polynomial interpolation of \( E(g_i|g_0 = g'_0) \). This determines an iterative map ruling the evolution of chains in our approximation. For additive coupling, the map has only one stable fixed point \( G_0 \) for small pulse-sizes (which can be distinct from the trivial fixed point at 0). Any initial pulse-size will lead to a chain decaying to pulse-sizes of the order of spontaneous synchronization. For certain non-additive coupling, there are two stable fixed points \( G_0 \) and \( G_2 \), and one unstable fixed point \( G_1 \). Chains starting with sizes in the basin of \( G_2 \) thus propagate stably with pulse-sizes around \( G_2 \).

The approximation allows to analytically determine the bifurcation from unstable to stable propagation. As parameter, we use the inverse of \( V_a \), \( V_a^{-1} \in [0, 0.5 \text{mV}^{-1}] \), and \( V_h = V_a + 2 \text{mV} \) and \( V_c = V_h + 2 \text{mV} \). Due to the small size of spontaneously synchronized groups, we can assume that for the considered range of \( V_a \) the background activity is in the linear regime and thus well described by \( P(V) \) in Poissonian approximation or by \( P_{\text{act}}(V) \). We vary \( V_a^{-1} \in [0, 0.5 \text{mV}^{-1}] \), apply the semi-analytic approach, derive and interpolate \( E(g_i|g_0 = g'_0) \), and solve for the fixed points of the resulting iterated map. This yields the bifurcation diagram Fig. 7.8d. The case \( V_a^{-1} = 0 \), equivalent to \( V_a = \infty \), means that the coupling is linear additive. The
Figure 7.8: Transition to stable propagation of synchrony with increasing non-additivity. Panels (a)–(c) show analytically derived iterated maps approximating the time evolution of pulse sizes for three different values of $V_a$. Solving for the fixed points of the iterated maps leads to a bifurcation diagram, plotted as a function of $V_a^{-1}$ in panel (d). Small groups of spontaneously synchronized neurons at $G_0$ exist for all $V_a^{-1}$. At $V_a^{-1}$ a tangent bifurcation creates a region of pulse-sizes where stable propagation is possible. At $V_a^{-1}$, a period doubling bifurcation leads to a stable orbit of period two (black circles). At $V_a^{-1}$ a second period doubling bifurcation occurs, leading to a stable orbit of period four (blue circles), while the orbit with period two becomes unstable (gray circles). At all sufficiently small $V_a$ (suff. large $V_a^{-1}$) appropriate initial pulse-sizes enable propagation of synchrony. (See text for further details.)
Figure 7.9: Transition to stable propagation of synchrony with increasing non-additivity as in Fig. 7.8. Bifurcation diagram for $\tau = 7\text{ms}$ and $1/\gamma = 10\text{ms}$. The qualitative agreement with the diagram in Fig. 7.8 shows the robustness of the scheme against changes of the parameters.

value of $G_0$ does not change in the entire range considered since small groups are not influenced by the nonlinearity. When increasing $V_{a,t}^{-1}$ this remains the only fixed point, cf. Fig. 7.8a until at $V_{a,t}^{-1} \approx 0.39\text{mV}^{-1}$ (or $V_{a,t} \approx 2.6\text{mV}$) a tangent bifurcation occurs, cf. Fig. 7.8b, and two fixed points, one unstable at $G_1$ and one stable at $G_2$ emerge. $G_2$ remains stable until $V_{a,pd}^{-1} \approx 0.53\text{mV}^{-1}$ (or $V_{a,pd} \approx 1.9\text{mV}$).

At $V_{a,pd}^{-1}$ the fixed point at $G_2$ becomes unstable, due to a period doubling bifurcation and a stable orbit of period two emerges, cf. Fig. 7.8d, followed by further period doubling bifurcations for larger parameter values. Here, oscillation of pulse-size due to the deterministic evolution and statistical fluctuations lie upon each other. The bifurcation diagram explains the stable propagation of synchrony at $V_a = 2\text{mV}$, cf. Fig. 7.3, when the first pulse has a size around $q' = 100$, i.e. lies in the interval bounded by the two preimages $G_1$ and $G_2$ of $G_1(V_a = 2\text{mV}) \approx 84$, i.e. in the basin of $G_2$. The scheme of transition to a propagating state is robust against changes of the parameters (cf. Fig. 7.9 for an illustration).

7.7 Conclusion and outlook

Implementing non-additive coupling in model networks of spiking neurons we have demonstrated that stable propagation of synchronous spiking activity is possible even if the network is purely randomly connected and has no additional structural features. In particular, highly non-random feed-forward structures or systemati-
ally adapted strengths of specific synapses are not needed.

We studied idealized model networks with constant delay times between neurons and post-synaptic responses in form of delta-currents. As established in sec. 7.2, these choices are appropriate for the description of neurons with fast dendritic spikes. They further make the model computationally accessible and strongly simplify both data evaluation and mathematical analysis. We could thus study the propagation of synchrony, i.e. the evolution of chains of synchronous pulses, both numerically and analytically.

Numerically, we derived the transition matrices determining the evolution of pulse-sizes. We argue that the transition probabilities fulfill an approximate Markov property. The transition matrices are however not stationary, i.e. the Markov chain is not homogeneous, since the presence of large synchronized pulses changes the network activity. Interestingly, the background activity is sufficiently stable so that transition matrices at later stages are qualitatively similar to the early ones.

We analytically derived the complete transition matrix valid for early stages in the evolution of a chain. The background activity was described in the Poissonian approximation. The transition probabilities could then be computed using the statistical properties of the underlying network topology and the nonlinear coupling function $\sigma$. Further, to eliminate errors originating from diffusion approximation, the essential features of background activity were measured numerically and we derived the transition probabilities in a semi-analytical approach using the statistics of network connectivity and the coupling function only. We compared the resulting expectation values with the numerically derived ones and found good agreement. Finally, we approximated the statistical evolution of the chain by a deterministic iterative map based on the analytically derived conditional expectations for the pulse-sizes and demonstrated that the propagating zone is generated by a tangent bifurcation.

Previous modeling work on nonlinear dendritic interactions (cf. sec. 4.1) was dedicated either to very detailed or to highly abstract models [127, 128, 154] and studied single neurons or very small networks (cf. [129, 112] for reviews). We introduced a single compartment spiking neuron model that incorporates supra-additive dendritic summation as found in experiments [13, 157] and allows to study the implications of nonlinear dendritic enhancement for spiking dynamics of larger recurrent spiking neural networks. We find that supra-additive dendritic summation gives rise to stable propagation of precise synchrony even in random networks. Propagating, precise synchrony is considered a possible explanation for precise timing in biological neural networks (cf. e.g. [6]). Previous work investigating the propagation of synchrony in neural networks (cf. sec. 4.1) assumed that strongly excitatory feedforward structures are embedded in otherwise random neural networks. Precisely synchronous pulses can then propagate along these structures [83, 54, 201]. However, up to now, there is no experimental evidence for the presence of such structures in cortical neural networks.

We have numerically studied networks of up to 1000 neurons whereas biologically realistic size of a local circuit is two orders of magnitude larger (these larger
networks usually do not have the topology of an Erdős-Rényi random graph). Our theoretical predictions made above are based on mean field arguments, strictly valid only in the limit of infinite network size. Already for moderately sized networks these predictions are in good agreement with measured data from simulations. We expect that the agreement with the mean field predictions will get even better with larger network sizes. Nevertheless, the absolute sizes of synchronous pulses as well as their sizes relative to that of the total network may vary strongly with parameters such as network size, connection probability, and effective total input coupling strengths. These points need to be investigated in more detail.

Preliminary studies show that propagation enabled by non-additive coupling is robust against changes of the model. In particular, the phenomenon is insensitive against changing the precise form of non-additivity (i.e. the sigmoidal function used above) or including NMDA-like synaptic currents with long decay time constant. Structural stability has to be further studied, in particular with regard to inhomogeneous parameters such as inhomogeneous delays and finite synaptic time constants (cf. also ch. 8). We expect that the inclusion of noise sources will not change the qualitative dynamics. Synaptic noise will increase the fluctuations of pulse-sizes, larger pulse-sizes lead to an averaging effect so that the total additional noise will stay small. Noise, e.g. also due to random neuronal inputs, will even prove beneficial, because it stabilizes background activity and leads to a fast equilibration of neurons after a synchronous pulse. Thus, the analytical predictions and the Markov property might be even better fulfilled. A network dominated by stationary noise might lead to stationary transition matrices and to a homogeneous Markov chain of synchronous pulses.

In our model dynamics, no specific propagation paths of synchronous neurons exist; non-additive coupling can ensure that synchronous activity propagates but it is a priori unknown, where it will propagate. This is very unlike synfire-chain models where the propagation paths of synchronous activity are predefined by the embedded feed-forward networks and can be experimentally tested. In preliminary studies, together with P. Bittilin we started to investigate how distance dependent connectivity influences the dynamics of propagating pulses. Also more specifically structured network connectivity and distributed synaptic strengths are expected to be reflected in pulse propagation. In particular with respect to computational abilities of the considered networks it will be important to see whether and how non-random network structure is actually relevant for the dynamics.

One of the most important questions is if propagation of synchrony, as predicted by our rather abstract, idealized model, exists in biological neural networks. If the pulse-sizes are large enough, we expect that the propagating synchronous activity is reflected by specific patterns in mass signals of cortical activity as measured by local field potential recordings. Further, the brain regions where we expect the patterns is delimited. It should be the regions where neurons with strong and fast nonlinear dendritic enhancement exist, and thus include in particular the region investigated in ref. [13] (Hippocampal region CA1). Indeed, in this region, patterns as expected from our theoretical predictions have been experimentally measured,
cf. ch. 8.
Chapter 8

Towards a frequency-predicting model for sharp wave/ripples

Knowing about the preceding chapter, we have to ask if there are experimental findings in which the propagation of synchrony based on nonlinear dendritic interactions might be reflected. Refs. [13, 71, 70] found that pyramidal neurons in the proper Hippocampus, more precisely in the CA1 region show the described high dendritic excitability and coincidence detection. How would propagating synchrony appear in experiments? If the synchronized neuron groups are large enough, we expect a detectable pattern of synchronous firing activity even in neuronal mass signals such as the local field potential. According to Ref. [13], action potentials are generated 5ms after sufficiently large inputs. Accounting for the time to collect the input until it is large enough and the axonal conduction delay which is in the sub-millisecond range for the small distances considered, we expect the peaks of maximally synchronized activity to be separated by time intervals of slightly more than 5ms. Taken together, we expect an oscillation with frequency slightly below 200Hz in CA1 and related regions. Indeed, phases of increased activity, so-called sharp waves, with superimposed ripples, oscillations with frequencies between 180 – 200Hz have been found in the local field potential in the hippocampal regions CA1 and CA3 [206, 116, 37]. The troughs of the oscillation (temporal distance about 5ms) are assumed to be generated by precisely synchronous spiking of pyramidal neurons. The origin of the phenomenon is still unclear.

In this chapter we present a more detailed model of a neural network with dendritic nonlinearities. In particular, we take into account the non-instantaneous time course of post-synaptic currents. We show that in this model indeed activity patterns resembling sharp wave/ripples spontaneously occur. The sharp wave and the superimposed ripples, which are often considered to have different causes, appear as one phenomenon. We present the two already existing, competing models for sharp wave/ripples and discuss experimental findings in the context of the new model and the existing ones.
8.1 State of the art

Up to now there are two different modeling approaches to assess sharp wave/ripples (SPW/Rs).

Model 1 assumes that networks of inhibitory neurons entrain excitatory neurons to fire in a phase locked manner [206, 39]. Sharp wave and ripples are considered as two distinct phenomena, the sharp wave is in the original model generated in hippocampal region CA3, the ripples are unmodulated in region CA1. Indeed, in many studies ripples have not been found in CA3 or they were of lower and variable frequency (cf. [206] and references therein). The sharp wave is explained as a population burst in excitatory pyramidal neurons. The excitatory input leads to oscillatory spiking in interneurons. Experimental and theoretical studies show that oscillatory neurons which are coupled by fast inhibitory connections tend to synchronize (see, e.g. [204, 58]), so that the entire inhibitory population exhibits an oscillatory activity pattern. Also, some types of interneurons are coupled by gap junctions, whose ability to instantaneously transmit (low pass filtered) changes even in the subthreshold membrane potential additionally strengthens their tendency to synchronize [108]. Pyramidal cells now can only fire when the inhibition is not too strong, i.e. between the arrival of the inhibitory barrage originating from phases of high activity in the interneurons. The pyramidal cells are thus entrained by inhibitory neurons to fire synchronously and phase locked to the oscillation of the interneurons.

Model 2 is based on the assumption that there are gap junctions between the axons of pyramidal neurons of region CA1 connecting the pyramidal neurons to a sparse network [184, 186, 115]. Indeed, there is indirect evidence for the existence of such axo-axonal gap junctions given in [168], for some special axons in the hippocampus direct evidence exists [78]. In the model, it is assumed that the electric coupling is strong enough so that a spike in one axon can induce a spike in the other axon. Since the axons are highly excitable and small in diameter, such gap junctions would have strengths in the physiological range (in contrast e.g. to gap junctions coupling two somata). Further, the gap junction coupling in the network has to be above the percolation limit for the network so that a giant coupled component exists. Finally, it is assumed that some background spikes exist in the neural network which may occur with low frequency. If a spike reaches a gap junction, it induces a spike in the next axon which in turn i) induces spikes in further axons through gap junctions, thus spikes multiply and ii) travels antidromically to the soma. Due to the multiplication of spikes in the axonal bulk entire populations of spikes are excited to fire. Numerical simulations show that this mechanism leads to bursts of rhythmic network spiking activity, with intra-burst frequencies easily reaching values of 200Hz [186].

The spike activity as described in both models has to be translated into the local field potential (LFP) measured in biological experiments. This is a non-trivial task and subject to current research, since the measured LFP depends on the position of the electrode, the spatial distribution of currents and the filtering properties of the
tissue. The following paragraph has thus the character of a rough approximation. In the extracellular potential, due to the influx of current into the neuron and subsequent outflux [74], an action potential results in a sharp negative excursion with subsequent flat positive hill. Since the LFP measures the superposition of many of these extracellular potentials and also has low pass filter properties, only highly synchronous action potentials are reflected by sharp negative excursions in the LFP, while non-synchronous action potentials will not be seen. In contrast, due to their larger time extent as compared with action potentials, already slightly synchronous synaptic currents and potassium rectifying currents are reflected in the LFP, so that sufficient current outflux from neurons due to activation of inhibitory synapses leads to a rise in the measured LFP, while it decreases if there is sufficient current influx due to activation of excitatory synapses. The “ripples” are then due to highly synchronous action potentials in the principal neurons which lead to troughs, in the LFP [206]. The increase in the LFP, the sharp wave, is due to an increase of overall activity and slightly synchronous activity of interneurons [35].

Up to now, there is no concluding experimental evidence for either model 1 or model 2, despite a number of experimental studies (cf. sec. 8.6). Further, the models do not predict the frequency of ripple oscillations. We were thus led to propose a new model for SPW/RS which is consistent with present experimental knowledge, predicts the frequency of ripple oscillations and might fit well with the role assumed for SPW/RS in learning.

8.2 The model

We consider a random network of $N$ conductance based leaky integrate-and-fire neurons (cf. sec. 2.6), divided into two populations of $N_E$ excitatory neurons and $N_I = N - N_E$ inhibitory neurons (cf. sec. 2.2). Without dendritic nonlinearity, the time course of neuron $i$’s membrane potential is determined by

$$\tau_{\text{mem}} \frac{dV_i(t)}{dt} = V_{\text{rest}} - V_i(t) + g_A(t) (E_{\text{Ex}} - V_i(t)) + g_N(t) (E_{\text{In}} - V_i(t)) + g_G(t) (E_{\text{In}} - V_i(t)), \quad (8.1)$$

cf. Eq. (2.6). The synaptic conductances have single exponential time course (cf. sec. 2.5), the free dynamics is given by

$$\tau_A \frac{dg_A(t)}{dt} = -g_A(t),$$

$$\tau_N \frac{dg_N(t)}{dt} = -g_N(t),$$

$$\tau_G \frac{dg_G(t)}{dt} = -g_G(t). \quad (8.2)$$

We concentrate on three classes of synaptic currents: Fast and slow excitatory and fast inhibitory currents. The excitatory, fast decaying conductance $g_A(t)$ with
decay time constant \( \tau_A = 7 \text{ms} \) ([11], p. 214) models the conductance due to AMPA receptors\(^1\). \( g_N(t) \), fast rising and slowly decaying with time constant \( \tau_N = 200 \text{ms} \) ([11], p. 215), models the conductance due to the activation of NMDA receptors\(^2\). Both AMPA and NMDA channels give rise to mixed cation currents with reversal potential around \( E_{\text{rev}} = 0 \text{mV} \) ([48], p. 179). The NMDA receptors activates a bit slower than the AMPA receptor (about 1.5ms rise time) and is also voltage dependent, cf. sec. 2.2. To concentrate on the essentials, we do not consider the slower rise of the conductance and also neglect the voltage dependence which would lead to changes up to a factor two in the NMDA conductances ([48], p. 183).

Finally, \( g_C(t) \) are fast decaying inhibitory conductances with decay time constant \( \tau_C = 10 \text{ms} \) ([187]) modeling the conductance due to the activation of GABA\(_A\) receptors\(^3\). We set the reversal potential for the current through GABA\(_A\) receptors to \( E_{\text{in}} = -75 \text{mV} \). Indeed, AMPA and NMDA receptors have been shown to be important for the generation of dendritic spikes [13]. Also, together with GABA\(_A\) receptors (and in contrast e.g. to GABA\(_B\) receptors mediating slow inhibition), they influence the properties of SPW/R activity [117, 45, 22]. Further, the slow NMDA current stabilizes the asynchronous activity in leaky integrate-and-fire networks [202] (as also a sufficiently strong constant input current would), it is however not necessary for sustained irregular activity [201, 105], cf. also [79].

In our model, a spike sent at time \( t_0 \) arrives at the postsynaptic neurons after a delay time \( \tau \), i.e. at time \( t_0 + \tau \). There, it evokes a jump in the conductance. If the spike was sent by an excitatory neuron, this jump is about \( \Delta g_A \) and \( \Delta g_N \) in the fast and slow excitatory conductances and adds up linearly to the existing conductances,

\[
\begin{align*}
g_A(t_0) &= g_A(t_0^-) + \Delta g_A, \\
g_N(t_0) &= g_N(t_0^-) + \Delta g_N.
\end{align*}
\]  

(8.3)

a spike from an inhibitory neuron enhances the inhibitory conductances according to

\[
g_C(t_0) = g_C(t_0^-) + \Delta g_C.
\]  

(8.4)

Each neuron additionally receives high frequency random input trains of excitatory and inhibitory spikes. The input spike trains have Poissonian statistics and are uncorrelated for different neurons. They introduce noise in our model and stabilize

---

\(^1\)AMPA receptors are fast activating (in the sub-millisecond range, [48], p. 182) and deactivating ionotropic glutamate receptors (i.e. the neurotransmitter activating these channels is glutamate, cf. also sec. 2.2) predominantly permeable for Na\(^+\) and K\(^+\). Unlike e.g. NMDA receptors, they can also be activated by AMPA, \( \alpha \)-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid, a substance that does not occur as neurotransmitter in nature ([104], p. 157f).

\(^2\)NMDA receptors are ionotropic glutamate receptors that can be selectively activated by the amino-acid NMDA, \( N \)-methyl-\( D \)-aspartic acid, which also does not occur as neurotransmitter in nature. NMDA receptors are permeable for Na\(^+\), Ca\(^{2+}\) and K\(^+\).

\(^3\)GABA\(_A\) receptors are Cl\(^-\)-permeable ionotropic receptors that are activated by GABA, \( \gamma \)-aminobutyric acid.
the irregular background dynamics. We note that a similar model was considered e.g. in [201] (cf. sec. 7.1).

The excitatory neurons now have nonlinear dendrites. Highly detailed models for such neurons in CA1 exist as well as non-spiking neuron models [128, 129, 13, 154, 153]. However, to study network dynamics and in particular precise spike timing, the appropriate model is a single compartment spiking neuron model, because it combines a reasonable degree of accuracy with a rather simple time evolution that allows simulations also of larger networks. Further, it allows to introduce features of nonlinear dendritic enhancement as found in [13] in a simple manner. Due to the performed abstraction, we can study the influences of features considered as crucial on network dynamics, where the underlying mechanisms are not obscured by a too detailed description (cf. sec. 2.4). We thus construct a model incorporating nonlinear dendritic enhancement on the basis of the conductance based leaky-integrate-and-fire model Eq. (8.1). In a simple multi-compartment model, we might describe the dendrite by a separate compartment, with its own membrane potential and its own gating variables and with a resistive coupling to the soma (cf. e.g. [48], p. 218). If the compartment is sufficiently depolarized, sodium spikes are generated due to voltage gated channels via the positive feedback process described in sec. 2.1. The resulting stereotypical depolarization in the dendritic compartment leads to a depolarizing current flowing through the resistive coupling into the soma. In the single-compartment model, we include this current pulse. In order to include only essential features, we model it as stereotypic, neglecting dependencies of the current strength on the state of the soma and the dendrite. Nonlinear interaction takes place for inputs that occur within a window of $\Delta t \approx 2\text{ms}$ [13]. We therefore sample excitatory inputs within a window of length $\Delta t$ and compare the strength of the excitatory input with some threshold. If the strength of the total input is larger than the threshold, we assume that a dendritic spike is elicited and the current pulse is applied to the soma. Since we want to first study networks of medium size we do not distinguish between different basal dendrites and compartments that receive the inputs. In order to keep the differential equations that are to be integrated simple, we model the current pulse as the difference of two exponentially decaying currents, one, with shorter time constant, as excitatory, the other as inhibitory. The behavior of the current is thus analogous to two current based channel populations with different inactivation times opening at the same time. We thus add two current based terms to above conductance based equation,

$$
\gamma_{\text{mem}} \frac{dV_i(t)}{dt} = V_{\text{rest}} - V_i(t) + g_A(t)(E_{\text{Ex}} - V_i(t)) + g_N(t)(E_{\text{Ex}} - V_i(t))
+ g_C(t)(E_{\text{In}} - V_i(t))
+ g_{\text{NL,Ex}}(t)(E_{\text{Ex}} - V_{\text{rest}}) + g_{\text{NL,In}}(t)(E_{\text{In}} - V_{\text{rest}}),
$$

and complete the equations for the conductances Eqs. (8.2) by
Figure 8.1: Voltage traces of a single compartment model neuron with nonlinearly enhanced inputs due to a fast dendritic spike (blue curves) in comparison to the response without dendritic spike (green curves). (a) Below the threshold for the dendritic spike, inputs result in conventional excitatory postsynaptic currents and somatic responses. (b) Above threshold, a dendritic spike is generated, whose effect is modeled as a current pulse into the soma. The dendritic spike evokes a sharp peak in the membrane potential ((b), blue curve). (c) Further increase of input strength does not result in a large further increase in the peak potential ((c), blue curve), but increases the slower afterpotential. (Details see text.)

\begin{align}
\tau_{NL,\text{Ex}} \frac{dg_{NL,\text{Ex}}(t)}{dt} &= -g_{NL,\text{Ex}}(t), \\
\tau_{NL,\text{In}} \frac{dg_{NL,\text{In}}(t)}{dt} &= -g_{NL,\text{In}}(t).
\end{align}

(8.6)

Decay times for the excitatory and the inhibitory current were chosen $\tau_{NL,\text{Ex}} = 0.75\text{ms}$ and $\tau_{NL,\text{In}} = 1\text{ms}$ to generate rise and decay times of the somatic response in the biological range. Initial current strengths after initiation of a dendritic spike were chosen $\Delta g_{NL,\text{Ex}} \approx 933\text{nVms}/(\tau_{NL,\text{Ex}}(E_{\text{ex}} - V_{\text{rest}})) \approx 19$ for the excitatory and $\Delta g_{NL,\text{In}} \approx -933\text{nVms}/(\tau_{NL,\text{In}}(E_{\text{in}} - V_{\text{rest}})) \approx 93$ for the inhibitory current (in units of the resting conductance) to generate biologically realistic peak potential sizes ($\approx 10\text{mV}$) of somatic voltage traces [13]. Further specific parameters used in the simulations are given in sec. 8.5. Together with the sodium spikes, also NMDA spikes can occur. Indeed, there are two neuron populations with different response properties, one where only a small NMDA component accompanies the Na-spike and one where there is a proper NMDA spike\footnote{J. Schiller, personal communication.}. For simplicity, we do not take NMDA spikes into account. Resulting membrane potentials $V(t)$ in response to inputs of different strength are displayed in Fig. 8.1: The figure shows responses of the conductance based neuron Eq. (8.5) with membrane time constant $\tau_{\text{mem}} = 10\text{ms}$. Below the threshold for generation of a dendritic spike, arriving synchronous spikes (three synchronous inputs
Figure 8.2: Contributions to the membrane potential in response to an input generating a dendritic spike (a) and relation between actual peak EPSP and peak EPSP expected without influence of a dendritic spike (b). (a) The membrane potential (faint blue, cf. Fig. 8.1b) in response to an input generating a dendritic spike is composed of components due to conductance based excitatory inputs and the current pulse modeling the effect of the dendritic spike. Individual voltage traces in response to only fast excitation (gray curve), only slow excitation (gray dashed curve), to the expected EPSP without dendritic spike, i.e. to fast and slow excitation together (faint green curve), are displayed. The effect of the dendritic spike alone is given by the black curve. We note that due to the conductance based character of the model, the overall response (faint blue curve) slightly differs from the sum of the contributions. (b) Strengthening of the EPSP by occurrence of a dendritic spike is illustrated by relating the actual peak EPSP including the influence of the dendritic spike to the expected peak EPSP without this influence. In the subthreshold region, actual and expected peak EPSP are equal (cf. also Fig. 8.1a). Inputs which would generate expected peak EPSPs larger than \( \approx 3.9 \text{mV} \) from the resting potential evoke a dendritic spike which results in a peak EPSP around 10mV in agreement with biological data [13] (cf. also Fig. 8.1b). This peak EPSP only weakly increases with further increase of input strength (cf. also Fig. 8.1c).
with the model parameters of secs. 8.4, 8.5) generate only a jump in the excitatory conductances to initial values: \( \Delta g_A = 3 \times 22 \text{mV} \text{ms}/(\tau_A(E_{E_{ES}} - V_{\text{rest}})) \approx 0.15 \), \( \Delta g_N = 3 \times 22 \text{mV} \text{ms}/(\tau_N(E_{E_{ES}} - V_{\text{rest}})) \approx 0.005 \) (in units of the resting conductance, the single input strength is chosen so that the peak EPSP is 1mV), cf. Fig. 8.1a. Above threshold (four synchronous inputs), a dendritic spike is generated, whose effect is modeled as a current pulse into the soma which evokes a sharp peak in the membrane potential. (cf. Fig. 8.1b (blue curve), the EPSP due to pure channel activation is displayed for comparison (green curve)). The actual EPSP is composed of the effect of the dendritic spike and the depolarization due to conductance-based channels with initial conductances \( \Delta g_A = 4 \times 22 \text{mV} \text{ms}/(\tau_A(E_{E_{ES}} - V_{\text{rest}})) \approx 0.19 \), \( \Delta g_N = 4 \times 22 \text{mV} \text{ms}/(\tau_A(E_{E_{ES}} - V_{\text{rest}})) \approx 0.007 \) and exponential decay (cf. also Fig. 8.2). Further increase of coupling strength (eight synchronous inputs) does not result in a large increase in the peak potential (Fig. 8.1c (blue curve)), the stronger channel activation \( \Delta g_A \approx 0.39 \), \( \Delta g_N \approx 0.014 \), cf. also Fig. 8.1c (green curve) leads to a larger after-potential. The firing thresholds in our simulations lie between \(-50\text{mV} \) and \(-47\text{mV} \), i.e. above the potentials reached due to a dendritic spike when the neuron is at resting potential. Fig. 8.2a illustrates how the different conductances and currents contribute to the trace. The relation of actual and expected peak EPSP\(^5\) is shown in Fig. 8.2b.

### 8.3 Sharp wave/ripples in neurobiology

The Hippocampus is a part of the allocortex located in the medial temporal lobe of mammalian brains. It is considered to play a central role in the creation and in the consolidation of memories (see, e.g. [11] chs. 12, 13). Dependent on the behavioral state of the animal, distinct forms of activity are generated. The two most prominent patterns are i) the theta/gamma rhythm, regular oscillations of population activity on frequencies of about 4–10Hz, with superimposed oscillations of 40–100Hz, occurring during phases of high active behavior or REM sleep and ii) SPW/Rs, large sharp waves of activity with durations about 50–100ms and onmodulated oscillations of ~200Hz occurring irregularly with inter-event-intervals in the second range during slow wave sleep or at rest. We note that also sharp waves without detectable ripples are observed in vitro [117]. Approximately 5–15% of the local pyramidal neuron population and the entire population of some types of interneurons participate at an event ([37], p. 345). This means that SPW/Rs are a very strong event. While the pyramidal neurons fire at most a few spikes per event, some types of interneurons discharge at rates of 150–200Hz [206]. The probability for a single pyramidal cell to participate in a SPW/R event strongly depends on the individual cell. Some neurons participate in a large fraction (up to

\(^5\)We note that the expected EPSP differs slightly from an additive EPSP as given in literature (cf. e.g. [157]). If the expected EPSP is generated by two simultaneous inputs, it will be slightly lower than the additive EPSP, the sum of voltage traces generated by the two separate inputs. In a conductance based model the conductances add linearly, but the EPSPs add sublinearly due to the factor \((E_{E_{ES}} - V(t))\) in Eq. 8.1 which is larger for smaller \(V(t)\).
Figure 8.3: Local field potential recording in the CA1 region in vivo. Upper trace shows spontaneous occurrence of sharp wave/ripple events. Closeup of the single event indicated by an asterisk in the upper trace reveals ripple structure superposed to sharp wave. Reproduced from [117], with permission.

40% of events, others participate very rarely.

The patterns of activity are detected by measuring the LFP. When ionic currents flow in or out of a neuron due to activation of transmembrane channels, charge differences and thus electric fields are generated in particular in the extracellular medium. For an entire population of neurons the electric fields superpose and the resulting mean potential over some area, the LFP, can be measured by an extracellular electrode ([37], p. 89).

Sharp wave/ripples occur when the animal has no or very little interaction with the environment [35]; they are thus considered as “ultimate self-organized endogenous hippocampal events” ([37], p. 344). Indeed, they also persist in the functionally disconnected hippocampus, and in in vitro preparations, the latter even if subregions (CA1, CA3) of the hippocampus are isolated [117].

The function of SPW/RS is unknown. Since this pattern of activity only occurs at rest, it might be just the idling state of the hippocampus, assumed when it is released from states of high activity characterized by other patterns like theta waves accompanying exploratory behavior or foraging. Indeed, SPW/RS start with a few seconds delay after beginning to rest, they are usually interrupted as soon as stimuli occur and they also occur when the hippocampal formation is functionally disconnected.

The discharge of a large fraction of neurons with millisecond precision is, however, likely to be a significant event for the brain [36]. Further, the inter-ripple-intervals of 5ms are in the optimal range for the induction of synaptic modification [111, 24]. Indeed, SPW/RS are conjectured to be important for learning processes: One hypothesis is that during SPW/R activity, existing synaptic connections are strengthened and thus memory is consolidated. Evidence is provided by experiments showing that sequences of spiking activity that occur during earlier
behavioral activity (e.g. exploration) also occur during SPW/R events (cf. [11], p. 484, [109, 53]). Supported by observations of neocortical activity correlated to SPW/Rs [171], the ‘two stage model of memory consolidation’, assumes that during this replay of activity information is transferred to the neocortex where it is stored persistently [36].

8.4 Sharp wave/ripple-like events in networks with nonlinear dendritic interaction

For biologically realistic parameters (cf. secs. 8.5, 8.6), the conductance based leaky integrate-and-fire model with temporally extended nonlinear dendritic interactions as described in sec. 8.2 shows SPW/R-like events, occurring spontaneously cf. Fig. 8.4. Fig. 8.5 shows a closeup of a SPW/R-like event and the corresponding spike-time histogram. Occasionally, paired SPW/R-like events occurred in our simulations. These are also observed in experiments [38]. Fig. 8.6 shows a paired SPW/R-like event detail. In our network simulations nearly all excitatory neurons participate at each event. This is in contrast to experimental results (cf. sec. 8.6) and might suggest that the connectivity in biologically realistic neural networks is more structured than our networks which have random topology as described in sec. 8.5.

The mechanism leading to SPW/Rs in our model can be described as follows (cf. Fig. 8.5): First, comparably small groups of excitatory neurons are synchronized spontaneously due to fluctuations in the network dynamics or due to changes in the network dynamics on longer timescales such as decay of NMDA currents.7 If these groups are large enough, they induce some dendritic spiking activity in excitatory neurons. In response, larger groups of excitatory neurons send their well synchronized spikes and thus excite further larger and better synchronized groups of excitatory neurons. Parallel, since excitatory neurons strongly project on inhibitory neurons, also activity of inhibitory neurons is increased. Since there is no strong synchronizing mechanism, their synchronization is however less precise. In the following, there are still synchronous groups of excitatory neurons but inhibition accumulates, favored by its longer decay time constant and the weak mutual inhibition of interneurons. Finally, the inhibition dominates the dynamics and membrane potentials of excitatory neurons are far from threshold so that even excitation due to dendritic spikes is not sufficient to excite them to fire. The

---

6We note that for some choices of parameters we observed epileptic activity (frequency ≈ 200Hz) occurring after several seconds of simulated time. We did not observe this for the parameters chosen below, where we also checked that background activity and frequency were stationary (60s of simulated time).

7Also other mechanisms of initiating an event are possible, based on neural properties which are not included in our model. E.g., short term synaptic plasticity is known to promote synchronous spiking of neuron groups [189, 191, 11]. Indeed, short term synaptic plasticity is known to be present in the hippocampus, also in region CA1 ([52], [11], ch. 10). It might be possible to differentiate the mechanisms by considering the statistics of occurrences.
Figure 8.4: Sharp wave/ripple-like events in a network model of neurons with non-linear dendritic interactions. Figure shows five seconds of the spiking dynamics of (a) 100 excitatory and (b) 100 inhibitory neurons in a network of 1000 neurons (500 excitatory, 500 inhibitory, see text for further network parameters). The events occur spontaneously with a frequency of about 2.2Hz due to spontaneous synchronization of groups and have a length of about 50ms in agreement with neurobiological data. The fine structure of a event is displayed in Fig. 8.5. The pattern of spiking activity can be translated into an LFP pattern resembling SW/R events as described in the text.
Figure 8.5: Closeup of the sharp wave / ripple-like event around $t = 1800\text{ms}$ in the dynamics displayed in Fig. 8.4. The event lasts from $t \approx 1770\text{ms}$ to $t \approx 1830\text{ms}$. (b) shows spiking of excitatory neurons in the network versus time. Synchronously spiking groups of excitatory neurons have temporal distance about 5ms (cf. Fig. 8.8). Precise synchronization is illustrated by histogram (a) displaying the number of spikes per bin of 1ms. (c), (d) show the filtered version of excitatory dynamics, where the background level of spiking has been removed (details see text). Spiking dynamics of inhibitory neurons (e) is less synchronous, histogram (e) shows one main peak of activity. At this event 99% of excitatory and 99% of inhibitory neurons participate.
Figure 8.6: Paired sharp wave/ripple-like event found in our simulations. Figure shows number of firing excitatory (a) and inhibitory (c) neurons per bin of 1ms and spiking dynamics of the excitatory (b) and the inhibitory (d) population (see text for network parameters). In such an event, the late, well synchronized pulses of the previous event initiate a second event.
dominating inhibition thus leads to a period of low activity that finishes the event. We note that towards the end excitatory neurons will often be hyperpolarized, and that in experiment strongly hyperpolarized neurons have been shown to produce no dendritic spikes which would strengthen the effect of inhibition [13].

The spike activity can be translated into the LFP as described for the existing models in sec. 8.1. There are highly synchronous action potentials in the excitatory neurons which lead to troughs in the LFP. The time difference between the troughs is slightly above 5ms due to axonal transmission delay, synaptic transmission delay and the time for the membrane potential to reach firing threshold. Further, we will expect an increase in the LFP, a ‘sharp wave’ since the synchronous activity leads to a strong increase of overall and in particular interneuron neural activity (and thus to inhibitory post-synaptic currents) to balance the strong excitation due to synchronous excitation and to avoid epileptic firing.

We will refer to the model described in this section in the following as to model 3.

8.5 Analyzing the sharp wave/ripple like events

How can we quantify the evolution of a SPW/R-like event? In chapter 7, synchronization was exact. Therefore, only one parameter, the number of firing neurons $g$ characterized a synchronous pulse (we need no distinction between a random variable $g$ and its value $g'$ in the recent chapter). In the presence of temporally extended couplings, the synchronous pulse will have a positive width. We can thus characterize the synchronization by the size $g$ of the synchronized pulse and by the standard deviation $\sigma$ of the firing times. Synchrony gets stronger if the number of participating spikes grows and the standard deviation from the mean firing time in an isolated pulse decreases. Instead of the evolution of the pulse-sizes as analyzed in sec. 7.4 by a transition matrix, we then have an evolution in the two dimensional $\sigma$-$g$ space, i.e. in each step a mapping of $\sigma$-$g$ space on itself. A similar approach has been used to study the propagation of synchronous activity along synfire chains in ref. [54].

We first have to separate the synchronous pulses from background activity. We concentrate on the population of excitatory neurons. The SPW/R-like events are easily distinguishable from the background activity because the spike rates during an event are much higher. We introduced a threshold of 100 excitatory spikes per ms for this separation which is far from background activity and easily reached by all events as was confirmed by visual inspection. To roughly isolate SPW/R-like events from background activity, around any bin at time $t_0$ with an excess of threshold, an interval $[t_0 - 40\text{ms}, t_0 + 20\text{ms}]$ was defined. The union of all these intervals was considered the ‘event containing’ part and the complement was considered to contain only background dynamics. It was checked that the incidence of SPW/R-like events is stationary over the simulation. From each interval with background activity, the mean spike frequency was derived and stationarity of the dynamics was checked. Further, the mean inter-spike-interval time $\bar{t}_{\text{sp}}$ of back-
ground activity in excitatory neurons was derived (in the simulation $t_{\text{IS}} \approx 0.75\text{ms}$ for the excitatory population). Since background activity is approximately Poissonian with low rate (in the simulation $\approx 2.7\text{Hz}$ per neuron for the excitatory and $\approx 18.7\text{Hz}$ for the inhibitory population), synchronous pulses have a significantly higher degree of synchrony than background activity. This allows to pulses of excitatory activity in an SPW/R-like event to be separated from background activity by declaring any spike which is isolated in a time bin of some time $t_0$ as a spike of background activity and to delete it for the investigation of synchronous pulses [73]. Quality of separation, of course, depends on the choice of $t_0$. Choosing $t_0$ too small leads to a loss of spike events at the vicinity of a synchronized pulse, choosing it too large leaves too much noise in the data. In contrast to the pulse packages traveling in synfire chains, we do not have distinct neuron populations which only contribute to one synchronized pulse. Therefore, we additionally have to separate the different pulses. Too much noise in the data makes this difficult. We thus found a value $t_0 = 0.01t_{\text{IS}}$ or smaller appropriate, which is stricter (the prefactor is six times smaller) than the value chosen in [73]. Different synchronous pulses could then be distinguished by introducing another time threshold, $t'_0 = 2\text{ms}$ and to declare spike pulses separated by more than $t'_0$ as different. Also here, the quality of separation depends on the choice of the threshold. For too large $t'_0$, different pulses are merged, for too small $t'_0$, single pulses are divided. This is however only a problem for smaller pulses before the neuron groups fire precisely synchronous. For the isolated and separated pulses, $\sigma$ and $g$ were derived and the evolution of the SPW/R-like events was visualized in the $\sigma$–$g$-plane revealing a rather stereotyped evolution of events, cf. Fig. 8.7. Although inputs within a window of $\Delta t = 2\text{ms}$ contribute to dendritic spikes, the pulse widths are much smaller and the time differences between successive pulses are only slightly larger than 5ms with small fluctuations.

The parameters employed in the simulation are partially already given in sec. 8.2. The network has $N = 1000$ neurons, $N_E = 500$ are excitatory, $N_I = 500$ are inhibitory. Spikes arriving from excitatory neurons lead to a jump in the fast and slow excitatory conductances about $\Delta g_A = 22\text{mVms}/(\tau_A(E_{\text{EX}} - V_{\text{rest}})) \approx 0.048$, $\Delta g_N = 22\text{mVms}/(\tau_N(E_{\text{EX}} - V_{\text{rest}})) \approx 0.0017$ (measured in multiples of the resting conductance) which generates a peak EPSP of approximately 1mV from resting potential for a neuron with membrane time constant $\tau_{\text{mem}} = 10\text{ms}$. Spikes from inhibitory neurons lead to jumps in the inhibitory conductances about $\Delta g_C = -10\text{mVms}/(\tau_C(E_{\text{IN}} - V_{\text{rest}})) = 0.1$. The probability for the existence of a connection from an excitatory to an excitatory neuron is $p_{\text{EXEX}} = 0.08$, thus the excitatory–excitatory network is very sparse, for an excitatory–inhibitory connection $p_{\text{EXIN}} = 0.13$, for an inhibitory–excitatory connection $p_{\text{INEX}} = 0.13$ and for an inhibitory–inhibitory connection $p_{\text{ININ}} = 0.1$. Connections between neurons are randomly and independently realized according to these probabilities. The resting and reset potentials are put to $V_{\text{rest}} = V_c = -65\text{mV}$. The membrane time constants $\tau_{\text{mem}}$, and somatic firing thresholds $\Theta_{U,I}$ are uniformly distributed within
\(\tau_{\text{mem}} \in [8\text{ms}, 12\text{ms}]\) and \(\Theta_{U,I} \in [-50\text{mV}, -47\text{mV}]\) (cf. [11], p. 139).\(^8\) The simulation shown in Fig. 8.6 has parameters \(\Delta g_A = 14.4\text{mVms}/(\tau_A(E_{\text{Ex}} - V_{\text{rest}})) \approx 0.032\), \(\Delta g_N = 14.4\text{mVms}/(\tau_A(E_{\text{Ex}} - V_{\text{rest}})) \approx 0.0011\) (single excitatory coupling generates an EPSP with peak 0.7mV at \(\tau = 10\text{ms}\)), the threshold for the dendritic spike is at 2.6mV peak EPSP so that still four simultaneous excitatory inputs generate a dendritic spike and the initial current strengths after initiation of a dendritic spike are \(\Delta g_{\text{NL,Ex}} \approx 19\) and \(\Delta g_{\text{NL,In}} \approx 91\). External input to each neuron is modeled by uncorrelated Poisson spike trains with frequency 8kHz. 70\% of the inputs are excitatory, leading to conductance jumps of \(\Delta g_A = 8\text{mVms}/(\tau_A(E_{\text{Ex}} - V_{\text{rest}})) \approx 0.018\) and \(\Delta g_N = 8\text{mVms}/(\tau_A(E_{\text{Ex}} - V_{\text{rest}})) \approx 0.0006\) and 30\% are inhibitory leading to conductance jumps of \(\Delta g_G = 0.08\). Neurons and dendrites have a total refractory period of 3ms. During the refractory period of the neuron after a somatic spike, the membrane potential stays constant at the resting potential. Spikes received during the dendritic refractory period after a dendritic spike do not contribute to dendritic spikes, in particular no dendritic spikes are generated. The delay between spike sending and somatic reaction in the postsynaptic neuron is \(\tau = 5\text{ms}\).

The rather stereotyped time course of an SPW/R-event allows the congeneric synchronous pulses of excitatory spikes to be collected within the different events. An event usually consists of some large synchronous pulses, preceded and followed by some small synchronous pulses. We further note that there are usually about \(n = 7\) sufficiently clearly synchronous distinct pulses. We take the last large pulse as reference. It was suitable to define 'large' as 'containing more than 25 spikes'. This in particular defines the border between pulse 6 (red) and pulse 7 (blue green) parallel to the \(\sigma\)-axis at \(g = 25\) and determines the clustering structure in Fig. 8.8. We tag this last large pulse by number 6. Previous pulses are numbered backwards down to 1 (if enough pulses are present, otherwise we stop at a higher number) and the subsequent pulse (if present) is numbered 7. Possible remaining unnumbered pulses are neglected. Congeneric synchronized pulses in different events have similar properties concerning standard deviation, size and distance to the next pulse, cf. Figs. 8.8 and 8.9.

Time differences between pulses become shorter towards later events where also the pulses are larger and then grow slightly. The fluctuations in time difference and standard deviation become very small towards the end of an event. Indeed, we expect that with increasing pulse-size the time difference between the mean firing times of synchronous pulses decreases, since only a short period of input sampling is necessary before dendritic spikes are generated. Further, we expect that pulses with larger standard deviation generate larger fluctuations in the time between pulses but also an earlier succeeding pulse, because there is a large number of spikes sent before the mean firing time of the pulse and these spikes can already generate early responses.

\(^8\)We note that at the best, for membrane constant \(\tau_{\text{mem}} \approx 8\text{ms}\) and threshold \(\Theta_{U,I} = -50\text{mV}\), 12 simultaneous excitatory inputs would be necessary to excite the neuron from rest to spiking.
Figure 8.7: SPW/R-like events in the $\sigma$-$g$ representation. After isolating the events, removing the background activity (cf. Fig. 8.5 for an illustration) and splitting the event into its different synchronous pulses, it is possible to characterize the evolution of the event in terms of synchronous pulse-sizes $g$ (number of spikes in the pulse) and standard deviation of pulses $\sigma$. Single event (a) as displayed in 8.5. Each dot represents a synchronized pulse of the event in terms of its size and its standard deviation. Successive pulses are connected by an arrow which allows the time evolution of the event to be followed: Pulse-sizes and standard deviations in the beginning are not far from background synchronization, the low standard deviation is a consequence of the small pulse-size and the filtering method: Small pulses at the beginning of an event often have smaller standard deviations, because the filtering procedure removes the events at the edges of the pulse. After first slightly increasing, the pulse-sizes grow significantly larger and pulses become highly synchronized. Towards the end of the event, the size of the pulses decays back to very small values due to dominating inhibition, while synchrony still increases. Displaying all events between $t = 0$ms and $t = 5000$ms in one figure (b) reveals the remarkably stereotypical structure of the events. (Event displayed in (a) also colored blue in (b) for comparison.)
Figure 8.8: Stereotypical event evolution allows separation of the main part of the event in congeneric synchronous pulses. (a) In the $\sigma$-$g$ plane, congeneric pulses are clustered (different pulses highlighted with different colors, dashed lines connect pulses of the same event). This shows that sorting relative to the last large pulse indeed divides the events into pulses with similar properties. Time differences between mean firing times in congeneric synchronized pulses are displayed in (b). Particular differences between mean firing times of subsequent synchronous pulses are given by gray dots, differences belonging to the same SPW/R-like event are connected by gray dashed lines. The event displayed in Fig. 8.5 is highlighted by blue color. The mean time differences of congeneric pulses taken over all events are indicated by black boxes, error bars give standard deviation of the mean. Time differences are slightly above 5ms and are expected to decrease with increasing pulse-size and to increase with increasing synchrony (see text).
8.6 Comparison with some experimental results

In this section, we put our model 3 to test by checking its compatibility with experimental results. We partially also discuss the compatibility of models 1 and 2. We will focus in particular on the CA1 region. SPW/R events have been detected in hippocampal slices in the isolated CA1 region and the results about nonlinear dendrites our model is based on have have been derived in this region [13]. However, in the CA3 region neurons are structurally similar and strong collateral pyramidal-pyramid connections are known to be present. Thus, although in CA3 dendritic excitability is less well studied ([11], p. 159), our model might in particular also apply to this region. Indeed, in the intact hippocampus, SPW/R events are usually initiated in the CA3 region and occur with higher incidence than in the functionally isolated CA1 region [143].

Pyramidal neurons in CA1 are coupled via axon-to-basal-dendrite synapses [52]. The interval between a stimulation of a dendritic spike in the basal dendrite and the somatic spike is $5.0 \pm 0.1\text{ms}$ if the input strength is so that an action potential is generated with 20% reliability and $5.1 \pm 0.1\text{ms}$ if the spike is generated with 100% reliability (standard deviation gives the jitter between recorded neurons as derived from a measurement with $n = 5$ neurons). The temporal jitter between trials is $0.14 \pm 0.02\text{ms}$ and $0.12 \pm 0.05\text{ms}$ [13]. This means that the timing of spikes has sub-millisecond intra- and inter-neuronal precision and is nearly independent from the input strength. In contrast, if action potentials are generated without dendritic spiking by pairing basal and apical dendrite stimulation, the timing of evoked action pulses would...
potentials shows a strong dependence on the strength and number of inputs.\(^9\) Our simulations show that when dendritic spikes lead to action potential timing with this remarkable precision, SPW/R-like events are seen in the network dynamics.\(^10\) Further, in contrast to the existing models 1 and 2, our model based on [13] predicts the frequency of ripples to be about 200Hz. Interestingly, also epileptic activity in the CA3-CA1 system has this frequency which might also be explainable by the mechanisms of our model [117]. The interval between stimulation and response also depends on the axonal length the spike has to travel before reaching the synapse, and the synaptic delay. Therefore it is expected to depend on the species and the hippocampal region studied (see, e.g. [117]). The inter-ripple interval might also slightly depend on the strength of coupling, the number of synchronized neurons and the strength of synchronization cf. Fig. 8.8.

During sharp wave ripples, an increased number of dendritic spikes has been found in CA3-CA1 neurons [103] which supports our model based on dendritic spikes.

Sharp waves in hippocampal slices often do not carry detectable ripples (see, e.g. [117]). This might support the view that sharp waves and ripples have different causes. It might, however, also be be due to the filtering properties of the LFP or due to the occurrence of less well synchronized events. Such events occasionally occurred in our simulations as well.

In our model, convergent inputs from synchronized groups of excitatory neurons lead to dendritic spikes in further excitatory neurons whose firing then generates the subsequent synchronous group. In the hippocampal regions CA1 and CA3 where ripples have been most studied, excitatory microcircuits exist [43], but the connectivity between its principal neurons is known to be very sparse. For CA1, the estimate is that 1% of the possible local pyramidal-pyramidal connections are realized [52]. The result was derived from paired recordings of cells where the pairs were randomly chosen with distance of 200\(\mu\)m\(^11\). In CA3, the connectivity of principal neurons is estimated to be 2 – 6% ([9], [185], p. 62). Individual couplings are however strong. In CA1, the amplitude of EPSPs in a pyramidal cell generated by a presynaptic pyramidal cell were measured as 0.7±0.5mV [52], in CA3 amplitudes lie between 0.6 – 1.3mV ([185], p. 49). Thus, since the threshold for the generation of a dendritic spike is only about 3.9mV [13], already a few strong synchronous inputs may be sufficient to generate such an event. The precise number is still unknown ([13], cf. also the estimation of 4 – 30 inputs needed in neocortical apical dendrites given in [205]). It will also depend on the position and on the clustering of the activated synapses. In particular, synapses at the same compartment are expected to have largest effect [128, 154, 153, 157]. The patterned arrangement of pairs found to be connected in CA1 might indicate that the apparently low

\(^9\) It decreases from 8.81 ± 2.23ms with temporal jitter 1.83 ± 0.55ms at 20% AP generation probability to 5.94±1.3ms with temporal jitter 0.87 ± 0.34ms at 100% AP generation probability [13].

\(^10\) If distributed apical EPSPs are paired with basal dendritic spikes, the action potential timing decreases down to 4.39 ± 0.15ms (80% action potential reliability), we did not include this in our model, although there is background stimulation of the neurons [13].

\(^11\) A. Thomson, personal communication.
connectivity masks a structured organization of couplings [52], indeed for regions in CA3 it is known that the connection probability between neurons decays exponentially with distance [9]. This might also be indicated by the fact that the participation of pyramidal neurons in SPW/R events varies a lot and by the fact that during one event only a small fraction of neurons participates (cf. sec. 8.3). Additionally, electric couplings between neighboring pyramidal neurons have been shown to exist at the dendrite close to the soma which might increase the tendency of neurons to form synchronized groups [133] together with possible influences of field effects (epileptic effects) of the LFP increasing the excitability of neurons [96].

In our simulations, where connections are randomly distributed with equal probability, we have thus chosen a sparse network with connection probability of 8% and an EPSP amplitude of 1mV. Four excitatory inputs within a time window of Δt = 2ms are then sufficient to evoke a dendritic spike where a dependence on synaptic positions was neglected. We did, however, not explore the lower limiting values for these parameters. Couplings from excitatory to inhibitory neurons and from inhibitory to excitatory neurons are found to be strong in CA1 and CA3 ([11], pp. 138,156), this has been included in our model and is necessary to overcome the strong effect of excitatory synchronous inputs, to finish SPW/R events and to avoid epileptic dynamics.

Electrophysiological studies have established the dependence of SPW/Rs on chemical synapses. Blocking fast excitatory AMPA receptors (20μM AMPA/Kainate receptor antagonist CNQX or 20μM AMPA receptor antagonist GYKI) abolishes both spontaneous and stimulus induced SPW/Rs. The phenomenon thus crucially depends on AMPA synaptic interaction. Light block of NMDA receptors (30μM D,L-APV12) has no influence while a strong block increases the size of SPW/Rs and the ripple amplitude (100μM D-APV) [117, 116, 45]. This might suggest that excitatory chemical transmitter systems are directly involved in the generation of SPW/Rs. To interpret these results in the context of model 3, we first note that the generation of dendritic spikes also crucially depends on AMPA synaptic interactions. Blocking AMPA receptors (20μM CNQX) abolishes the fast component of the dendritic spikes (after NMDA was blocked). Further, there is an NMDA receptor dependence, in the form that dendritic spikes can still be generated also if NMDA receptors are strongly blocked (100μM D-APV) provided that the input strength is sufficiently increased (factor 2)13. In this case also NMDA spikes are missing [13]. The increase of incidence and amplitude in SPW/Rs when NMDA is blocked might be due to less excitation of inhibitory neurons and thus more frequent spontaneous synchronization of excitatory neurons. Indeed, very recently such an “opposite” effect of NMDA blockade has been found in the neocortex [87]. Also, the number of inputs needed to generate a dendritic spike increases. The influence of both effects remains to be studied. The amplitude increase could also be a direct consequence of missing excitatory NMDA dependent currents due to

---

12We note that the Lenstrasloos has no influence on NMDA channels.

13Up to now, there is no data about the influence of light NMDA block. J. Schiller, personal communication.
missing NMDA spikes, which leads to increased LFP amplitudes. The influence of excitatory chemical transmission might also be explainable in the context of models 1 and 2, by indirect influences due to changed network spiking dynamics, by direct influences on the LFP shape or direct influences on the chemical transmission dependent sharp wave.

In the absence of relevant chemical coupling (40µM GABA\textsubscript{A} antagonist Bicuculline, 20µM AMPA/Kainate receptor antagonist NBQX, 40µM D-APV) or upon total block of chemical synapses by bathing in nominally calcium free solution, spontaneous ripple like oscillations at frequencies around 200Hz still spontaneously occur in the LFP [55]. Further, ripples can be induced when blocking fast chemical coupling (10µM Gabazine, 20µM CNQX, 30µM D,L-APV\textsuperscript{14}) when strong stimulation of neurons by KCl is applied [143]. In both cases the ripple frequency is less precise and the characteristics of the events are a bit different [55]. Further, the sharp wave is missing, which might suggest that it is indeed due to inhibitory synaptic currents (cf. sec. 8.1). These results cannot be explained by model 3 or by model 1. They form the basis of model 2. The oscillations in absence of chemical coupling might however have a different origin as the ripples observed under physiological conditions.\textsuperscript{15}

Application of agents blocking electrical coupling reduces the incidence of sharp wave ripple events. The uncoupling agents carbenoxolone (200µM) and octanol (1mM) reduce the spontaneous occurrence of sharp waves and strongly reduce the fraction of sharp waves carrying ripples. Both uncoupling agents had no systematic effect on the frequency of the remaining ripples [117]. Further, the anesthetic halothane, which is also an uncoupling agent, abolishes the ripples superimposed to sharp waves in vivo [206]. It has to be noted however, that gap junction blockers are not very selective and have many side effects. Further, since the sharp wave persists under block of gap junctions with halothane, it cannot be just a consequence of oscillations of pyramidal neurons that are electrically coupled. The assumption of a separate source for the sharp wave in model 2 is necessary. In model 3, the reduced incidence in SPW/Rs might be due to less spontaneous synchronization. Gap junctions tend to synchronize neurons, so blocking of gap junctions reduces the size of spontaneously synchronized groups of neurons and thus the incidence of SPW/Rs. The loss of ripple incidence might be due to side effects that lead to less synchronization or the agents change the LFP pattern in response to a certain activity. In the context of models 1 and 2, one might argue in a similar way to explain loss of incidence of population spikes leading to sharp waves. Model 2, however, also predicts that the frequency of ripples decreases with decreasing strength and with decreasing number of gap junctions. This is in contradiction to the observation that addition of uncoupling agents had no systematic effect on the

\textsuperscript{14}We note that it is unclear if chemical transmission by NMDA channels is really completely blocked by 30µM D,L-APV since it had no influence on the ripple incidence in contrast to 100µM D-APV.

\textsuperscript{15}It has to be noted that bursts of single neurons have frequencies around 200Hz and are sometimes hard to distinguish from population events and that bathing in Ca-free solution makes neurons highly excitable and prone to bursting ([11], p. 157).
frequency of the remaining ripples.

Finally, sharp wave ripples are supposed to be involved in learning. Indeed, firing patterns during sharp wave ripples are similar to firing patterns during running activity preceding rest (cf., e.g., [109, 53]). During repeated running of an animal through an environment, sequences of place cell groups are successively activated. Hebbian learning together with time compression mechanisms then might lead to modification of excitatory connections, in particular to strengthening of connections from the preceding group of excitatory place cells to the successive group [147]. During sharp waves, the sequences of activation are then replayed in a time compressed way (e.g., [109, 53]). We expect a model based on excitatory connections such as model 3, to reflect the differences in excitatory coupling strengths in firing activity which might lead to replay of stored sequences (cf. the modeling study [16] and the concepts of synfire chains [3, 4] and strengthened pathways [201]).

8.7 Conclusion and outlook

We have shown that in networks of model neurons incorporating nonlinear dendritic enhancement, sharp wave/ripple-like patterns spontaneously occur. We analyzed the pattern and found that it agrees with the spike pattern assumed to underlie sharp wave/ripples in local field potential. In contrast to the two existing models for sharp wave/ripples, our model predicts the frequency of the ripple oscillations and explains the entire sharp wave/ripple complex as one phenomenon and not as consisting of two parts, sharp wave and superposed ripples. Also, the role sharp wave/ripples are assumed to have in learning might fit well with our model [37]. We discussed our model and partially the existing models in the context of neurophysiological experiments on sharp wave/ripples and neuroanatomical knowledge about the brain regions in question. We emphasized that also a combination of the mechanisms described by the three existing models might be responsible for the pattern of activity. We concluded that, taking into account present knowledge, our model provides a plausible explanation for the occurrence of sharp wave/ripples.

Our study opens a new field of theoretical research in neural network dynamics, namely research on the spiking dynamics of recurrent neural networks with supralinear dendritic interactions (cf. sec. 2.1). We addressed the implications of fast nonlinear dendritic enhancement as found in hippocampal CA1 pyramidal neurons [13]. Fast nonlinear dendritic enhancement has been also found in the neocortex [142]. The implications remain to be studied. In other neurons (neocortical layer-5 pyramidal neurons) and dendrites, nonlinear dendritic enhancement was found that takes place on longer timescales. Here, also inputs with larger temporal distances summate supralinearly [157]. Future research needs to study the implications of such nonlinearities on the dynamics of neural networks both with rate models, employing the multi-layer neuron model developed in [128, 129, 154, 153] and spiking single compartment neuron models where nonlinear dendritic effects are taken into account. Such models were developed in secs. 7.2, 8.2. We will also study larger
networks and more detailed neurons such as interneurons which can also possess nonlinear dendrites and response properties [101]. Larger networks with perhaps more structured connectivity are expected to lead to a smaller participation rate of excitatory neurons in single sharp wave/ripple-like events in quantitative agreement with experimental findings. Further, the size of nonlinearity is assumed to depend on the positions of the active synapses on the dendrites. This can be implemented in our models. Even for highly detailed models (cf., e.g., [13, 153]) it might be possible to study the propagation of synchrony without the need to simulate larger networks using methods employed in chapters 8.

Further, future research needs to study the influence of network topology and connection strength on the propagation of synchrony. The connection probability in a larger neural network depends on the spatial distance between neurons. The spread of synchronous pulses through such a network remains to be studied. Also, the participation of neurons in synchronous pulses has to be studied for random networks and for networks with underlying structure. We have seen that in networks with supra-linear dendritic interaction, synchronous pulses propagate through the network without being bound to certain groups. However, from previous research on synfire chains and related networks [18, 124, 175, 201, 139], we expect that sequences of neuron groups with strengthened directed excitatory connections give rise to sequences of spikes occurring with higher probability. In the context of our model for sharp wave/ripples, this would have important consequences for the assumed role of this pattern during learning.

Another question concerns networks with dynamical topology, i.e., networks that continue learning when synchrony propagates. On the one hand, due to probabilistic replay of sequences, propagation of synchrony might lead to strengthening of synaptic connections. On the other hand, random propagation of synchrony or replay of many different sequences might lead to elimination of structure and thus to the erasure of memories. Both possibilities are conjectured for neurobiological networks (cf. e.g., [126] and references therein).

We have seen that, with respect to present knowledge, our model for sharp wave/ripples is plausible. It thus has to be further examined to clarify the mechanism underlying this prominent pattern of activity. A related task is to derive the local field potential from the spiking activity of the different models. The investigations will also yield further insight into the role of sharp wave/ripples in learning.
Chapter 9

Conclusion and outlook

In this thesis, we have studied precise spike timing in complex neural network models from different perspectives. For a general class of neuron models, we analytically derived the networks that give rise to predefined precisely timed patterns of spikes. We investigated the stability properties of trajectories underlying periodic and irregular precise spiking dynamics and checked the degree of robustness of our statements. Further, we analytically and numerically showed that in networks with nonlinear dendritic interaction, pulses of precisely synchronized spikes propagate through the network, which led to a quantitative model for experimentally found sharp wave/ripples in the Hippocampus.

We studied the dynamics of networks of spiking neurons from an uncommon perspective by defining an arbitrary spiking dynamics and designing the networks so that they give rise to the dynamics as a solution of the dynamical system through an appropriate initial condition (chapter 3). Indeed, the idealization of infinitely fast responses of neurons (the synaptic currents have infinitesimal rise and decay time) makes it possible to analytically determine the class of networks that gives rise to a predefined pattern. The very general methods developed are applicable to networks with predefined topology and allow the selection of networks optimized with respect to given criteria, such as wiring costs. They are useful, e.g., to numerically investigate the stability properties of periodic patterns of spikes or to illustrate analytically derived results; a generalization of the methods for couplings of finite temporal extent is used in chapter 6.

Future research will consider networks with dynamical network topology, i.e., deal with learning of patterns and the stability of patterns in networks with changing network topology. This is particularly important with regard to patterns generated by biological neural networks which exhibit spike timing dependent plasticity such as cortical networks. The possibility to select networks with predefined structure that are optimized with respect to given criteria suggests the application of the generalized and further complemented network design method to biological neural
networks where the entire coupling structure as well as the desired dynamics are known (see e.g. [146]). A comparison of the class of possible networks with those realized in nature could reveal optimizing principles underlying network topology found in natural systems.

We studied the stability of spiking dynamics from a general perspective (chapters 5 and 6). In chapter 5, we assessed periodic spike patterns, where particular emphasis was put on mathematically strict formulation. We analytically showed stability, asymptotic stability or instability of arbitrarily complicated non-degenerate patterns (i.e., pattern where no simultaneous events occur) for different, large classes of networks. We numerically illustrated and interpreted our results. The exact, nonlinear proof of stability is based on the fact that interactions lead to averaging of finite size perturbations, the dynamics is even asymptotically stable in strongly connected networks where perturbations of all neurons necessarily average over time. The proof of instability establishes that a class of arbitrarily small perturbations can only grow upon interaction. In chapter 6, we generalize our ideas to the irregular balanced state in purely inhibitory networks. We analytically showed the asymptotic stability of trajectories underlying the generic irregular spiking activity. In contrast to the periodic dynamics, we had to explicitly study the decay of a small but finite size perturbation and to ensure that it is fast enough so that the order of events does not change, which would result in a large perturbation. We gave analytical and numerical evidence that the irregular activity finally converges to a periodic orbit, and investigate the borders of stable to chaotic dynamics. We conclude that the highly irregular dynamics in purely inhibitory networks with delayed couplings and synaptic currents of infinitesimal temporal extent is stable for a class of neuron models covering e.g. leaky integrate-and-fire neurons. This contrasts to mixed networks with sufficient excitatory coupling. The results are particularly interesting since the balanced state is often associated with chaotic dynamics [198, 199] and the mean field descriptions [199, 30] of purely inhibitory and mixed, excitatory and inhibitory networks are nearly identical. In a recent study, numerical simulations using a network model which is contained in the class investigated in chapter 6 were interpreted as showing a chaotic balanced state [76]. This would contradict our analytical findings. We refute the interpretation in the appendix. We further describe the mechanism which underlies the switching dynamics whose observation is the main result of the article [76].

Future research will address the application of statistical methods derived for the isolation of recurrent patterns of spikes in neurobiology [66, 151] to our models. Preliminary studies have shown that indeed the stored stable patterns can be found. This will test the statistical methods and show for which network model parameters precisely timed patterns of spikes are generated and thus how appropriate the models are for the description of neural activity.

We considered a specific type of precisely timed spiking activity, propagating synchrony (chapters 7 and 8). Synchrony is known to stably propagate along strongly excitatory feed-forward structures (synfire chains) [3, 83, 54, 18]. Up to now, however, there is no neurobiological evidence for the existence of such struc-
tures. We studied – for the first time – the dynamics of larger recurrent networks of spiking neurons that incorporate nonlinear dendritic interactions as found in neurobiological experiments [13, 157, 142]. In chapter 7, we developed an appropriate neuron model and studied both numerically and analytically that fast nonlinear dendritic enhancement as found in [13] can lead to stable propagation of synchrony even in random neural networks without embedded feedforward structure. We analytically investigated the bifurcation to stable propagation which arises when nonlinearity is increased. From the experimental data, the temporal distance between synchronized groups is determined to 5ms which leads to oscillations of 200Hz superposed to network activity [13]. Interestingly, in the hippocampal region considered in ref. [13], a prominent pattern of activity, sharp waves with superposed ripples of 200Hz involving synchronous activity of excitatory neurons is found in neural mass signals [206, 116, 37]. We were thus led to conjecture a connection between propagation of synchrony and this pattern and examined it in chapter 8. To exclude possible model artefacts, we developed a more detailed neuron model based on [13]. We showed with numerical simulations that in networks of these neurons, sharp wave/ripple-like patterns spontaneously occur. We analyzed the pattern and found that it agrees with the spike pattern assumed to underlie sharp wave/ripples. In contrast to existing models for sharp wave/ripples, our model predicts the frequency of the ripples based on neurophysiological data [13]. We discussed our model and also the two existing models in the context of neurophysiological experiments on sharp wave/ripples and neuroanatomical knowledge of the hippocampal regions where they occur. We finally concluded that, with regard to present knowledge, our model provides a plausible explanation for sharp wave/ripples.

This study opens a new field of theoretical research in neural network dynamics, namely research on the dynamics of recurrent spiking networks with supra-linear dendritic interactions. The study is based on fast nonlinear dendritic interactions as described in [13]. One direction of future research will address other forms of supra-linear dendritic summation described e.g. in [157], employing both rate models [128, 129, 154, 153] and single compartment spiking neuron models (secs. 7.2, 8.2). Also, larger networks and more detailed neuron models can be studied using the methods of chapters 7 and 8. Another direction of future research concerns the influence of network topology and connection strengths on the propagation of synchrony. Vice versa, in networks with dynamical topology, propagating synchrony changes the coupling strengths in the network. In the context of our model, these studies will reveal further insight in the role of sharp wave/ripples in learning. Finally, we have seen that, with respect to present knowledge, our model for sharp wave/ripples is plausible. It thus has to be further examined. Is the described mechanism underlying sharp wave/ripples? Is a combination of the mechanisms given by the three existing models responsible for this prominent pattern of activity? What is the role of sharp wave/ripples in learning? Only further theoretical and experimental research can answer these questions.
Appendix A

Remark on ref. [76]

On the basis of our analytical stability analysis for the balanced state (chapter 6), we refute the interpretation of recent numerical results as showing a chaotic balanced state. The numerical results and the interpretation were given in the article “Dynamically maintained spike timing sequences in networks of pulse-coupled oscillators”, ref. [76]. As the main result, the article describes switching between regular patterns of activity in networks with very long delay, the origin of the phenomenon was unclear. We describe the underlying mechanism in sec. A.3.

We derived the results of this appendix together with S. Jahnke.

A.1 The model

The model used in ref. [76] is a network of $N = 100$ leaky integrate-and-fire neurons. In the notation of ch. 6, the dynamics is given by

$$\frac{dV_i(t)}{dt} = -\gamma V_i + \sum_{j=1}^{N} \sum_{k \in \mathbb{Z}} \epsilon_{lj} \delta(t - t_{jk} - \tau) + I_0.$$  \hspace{1cm} (A.1)

The model is contained in the class of models considered in this chapter. We adopt the parameters of ref. [76], the neuron threshold $V_\Theta = 10\text{mV}$, the reset potential $V_r = 0$, the membrane time constant $1/\gamma = 40\text{ms}$ and the current $I_0/\gamma = 50\text{mV}$. Since $I_0/\gamma > V_\Theta$, all neurons intrinsically oscillate with the same period $T_0 \approx 8.926\text{ms}$. The networks are purely inhibitory, the probability for the existence of a coupling is $p_0 = 0.08$. The coupling strength is normalized, $\epsilon_{lj} = \epsilon / |\text{Pre}(l)|$, for $j \in \text{Pre}(l)$, where $\epsilon = -18\text{mV}$. The coupling delays are either $\tau = 1.2\text{ms}$ (short delay) or $\tau = 72\text{ms}$ (long delay).
A.2 Dynamics with short delay

For short delay, ref. [76] states that “the finite time Lyapunov exponents […] remain positive all the time. Here, chaotic collective dynamics makes spike timing patterns variable and irregular, which is known as balanced state”. The authors use a different definition of phase,

$$\phi_{GL,i}(t) = 2\pi \frac{t - t_i^k}{t_i^{k+1} - t_i^k},$$

(A.2)

where $t_i^k$ denotes the last firing time of neuron $i$ before $t$, and $t_i^{k+1}$ denotes the first firing time of neuron $i$ after $t$ [150]. The perturbation is applied by choosing a spike time $t_0$ of a reference oscillator and adding a random perturbation uniformly distributed in $[-\sigma/2, \sigma/2]$, where $\sigma = 0.6$ms [76] to the last previous spike times of the neurons.\(^1\) The phase distance at time $t_n$, the $n$th firing time of the reference neuron after $t_0$, is defined by

$$D_n = \sum_{i=1}^{N} [\phi_{GL,i}(t_n) - \phi_{GL,i}(t_n^0)],$$

(A.3)

where $\phi_{GL,i}(t_n)$ are the phases in the perturbed dynamics at the firing time $t_n$ of the unperturbed reference oscillator. Finally, the finite-time Lyapunov exponent is defined as

$$\lambda_{GL}(t_0) = \frac{1}{M} \ln \left( \frac{D_n}{D_0^{GL}} \right),$$

(A.4)

where $M = 20$ is chosen. $\lambda_{GL}(t_0)$ is then given for different firing instances $t_0$ of the reference neuron.

We use the Mirollo-Strogatz phase representation,

$$\phi_i(t) = U_{\text{IF}}^{-1}(V_i(t)),$$

(A.5)

where $U_{\text{IF}}$ is the rise function of the leaky integrate-and-fire neuron (cf. sec. 3.4). This allows us to use analytical results derived in ch. 6 about the evolution of perturbations in this representation. For the free dynamics both phase representations only differ by a constant factor. Of course, a change in the representation of the dynamics does not change the stability properties of the trajectories. Indeed, we qualitatively reproduce the numerical results found in [76]. We have to slightly modify the definition of phase differences by taking the perturbed phases $\phi_i'$ at the firing times $t_n'$ of the perturbed reference oscillator,

$$D_n = \sum_{i=1}^{N} |\phi_i(t_n) - \phi_i'(t_n')|,$$

(A.6)

\(^1\)Personal communication, P. Gong.
Figure A.1: $\lambda(t_0)$ measured after a perturbation with standard deviation $\sigma = 0.6\text{ms}$ has been applied to the phases at $t_0$, where $t_0$ is the $k$th firing time of the reference oscillator. $\lambda(t_0)$ has been measured using (a) the $L_1$-norm (cf. Eq. (A.7)) and (b) the $L_\infty$-norm (cf. Eq. (A.9)) for the phase distances. In both norms, some perturbations grow over time, which is reflected by the positive values of $\lambda(t_0)$.

Otherwise, due to the hybrid character of our dynamical system, we face a complication already familiar from sec. 2.7 and chapters 5, 6. If the unperturbed reference oscillator fires an arbitrarily short time before the perturbed reference oscillator, the perturbed oscillator is reset at time $t_n$, while the unperturbed oscillator is close to threshold, so that we measure a large perturbation in the phase of the reference oscillator. This is especially important if we measure the maximal perturbation as in Eq. A.8 (see below). However, in any norm the measurement would lead to fluctuations in the measured phase differences and thus in derived quantities. Furthermore, in definition A.3, a dynamics which is equivalent, only shifted in time with respect to the original dynamics will appear as different. The finite-time Lyapunov exponent is defined analogously to A.4 as

$$\lambda(t_0) = \frac{1}{M} \ln \left( \frac{D_M}{D_0} \right),$$

with $M = 20$. $\lambda(t_0)$ is computed for different firing instances $t_0$ of the reference neuron, cf. Figs. A.1a, A.2a. We did not reproduce the exact perturbation paradigm, but applied uniformly distributed jitter to the Miholich-Strogatz phases of the neurons at time $t_0$. For free time evolution of each neuron, both perturbation paradigms are identical, interactions reduce the perturbation of the last spike time in the phase representation (cf. ch. 6). Our numerical simulations with perturbations uniformly distributed with $\sigma = 0.6\text{ms}$ show that the perturbation is a large perturbation (cf. Fig. A.1) that causes the dynamics to leave the basin of attraction of the original trajectory (see below). Also for significantly smaller perturbation, e.g. $\sigma = 0.01\text{ms}$, this is often the case, which suggests that a uniformly distributed perturbation with width $\sigma = 0.6\text{ms}$ applied to the last spike times before time $t_0$ is a large perturbation. If this is indeed the case, the measured exponents are not finite-time Lyapunov exponents but rather a kind of finite-size finite-time Lyapunov
Figure A.2: $\lambda(t_0)$ measured after a perturbation with standard deviation $\sigma = 0.00001$ (a) with the $L_1$-norm (cf. Eq. (A.7)) and (b) with the $L_\infty$-norm (cf. Eq. (A.9)). In (a), Lyapunov exponents $\lambda(t_0) > 0$ exist reflecting the fact that the perturbation grows in $L_1$ norm when it spreads into the network. In (b), the Lyapunov exponents fulfill Eq. A.10 as shown in ch. 6.

Figure A.3: $\lambda(t_0)$ measured $M = 50$ steps after a perturbation with standard deviation $\sigma = 0.00001$ with (a) the $L_1$-norm (cf. Eq. (A.7)) and with (b) the $L_\infty$-norm (cf. Eq. (A.9)). In both (a) and (b) the Lyapunov exponents are negative $\lambda(t_0) < 0$. 
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exponents (cf. [17]) measuring the evolution of finite-size perturbations, which in general does not yield information about local stability.

Due to chapter 6, we know that for a sufficiently small perturbation in Mirollo-Strogatz phase representation, the maximal perturbation cannot grow and the minimal perturbation cannot decrease, in particular the maximum-norm $L_\infty$ of the perturbation vector cannot increase. (A random realization of a network with above parameters is typically strongly connected.) In particular, if we initially only perturb the phases and not the spikes in transit, the maximum-norm of the phase-perturbations cannot grow. We therefore introduce another phase distance based on the maximum norm

$$D_n^\infty = \max_{i=1,\ldots,N} |\phi_i(t_n) - \phi'_i(t'_n)|,$$

and the corresponding finite-time Lyapunov exponent

$$\lambda^L(t_0) = \frac{1}{M} \ln \left( \frac{D_n^\infty}{D_0^\infty} \right),$$

for which

$$\lambda^L(t_0) \leq 0$$

holds according to chapter 6. Fig. A.1 shows that in contradiction to Eq. (A.10), for $\sigma = 0.6\text{ms}$ there are exponents $\lambda^L(t_0) > 0$. We checked that also for a larger number of time steps ($M = 200, 500$) $\lambda(t_0) > 0$ and $\lambda^L(t_0) > 0$. We thus conclude that the applied perturbation was large and led to an interchange of events. Now we consider a small perturbation with zero mean and $\sigma = 0.00001\text{ms}$. Numerical simulations show that Eq. A.10 is fulfilled, cf. Fig. A.2b. In the L1 norm, the perturbation may grow as long as it is in process of equilibrating. Indeed, for $M = 20$ steps, there are finite-time Lyapunov exponents $\lambda(t_0) > 0$, indicating that this happens, cf. Fig. A.2a. Since the exponent was only measured over a (rather short) finite time, this shows that in the L1-norm the perturbation grows while it spreads and equilibrates in the network after it has been applied at $t_0$, but it does not indicate instability of trajectories. Numerical simulations for longer times ($M = 50, 100, 200, 500$) give exponents $\lambda(t_0) < 0$, independent of the norm we choose for the derivation of the Lyapunov exponent, cf. Fig. A.3, since for longer times decrease of perturbation dominates. This agrees with our analytical findings in chapter 6. Indeed, the dynamics is even asymptotically stable and converges against an equivalent dynamics only shifted in time. The time shift is smaller than the extremal original perturbations as a consequence of the averaging of perturbations at interactions (cf. sec. 6.3). Thus, stability also holds if time shifted trajectories are considered as different. We conclude that generic trajectories underlying the irregular balanced state in the considered networks are stable, in particular there is no chaotic dynamics.
Figure A.4: Phases $\phi_t$ of neurons $t$ in the network (different colors for different neurons) at the firing times of a reference neuron. Within a period of activity, all phase relations are conserved. The time differences between firings of the reference neuron equal the free period $T_0$. Periods of regular activity are interrupted by periods of silence, where the reference oscillator does not fire.

A.3 Dynamics with long delay

The main result of ref. [76] is the observation of switching between regular phase patterns in networks with very long delay $\tau = 72$ms. In that article, the dynamics is characterized via the phases of the neurons Eq. A.2 at the $k$th firing time of a reference oscillator and the phases are given versus discrete time $k$. This makes it harder to understand the underlying mechanism. Plotting the phases of the neurons at the $k$th firing time of a reference oscillator versus simulated time $t$ shows also the regular phase patterns but reveals large gaps between the firings of the reference oscillator, cf. Fig. A.4.

In Fig. A.5a, we display the spike sending times of the neurons versus time $t$. In Fig. A.5b, we display the spike arrival times at the neurons versus time $t$. Comparison of both panels shows that periods of spiking activity alternate with periods of silence. During periods of spiking activity no spike arrives. Thus, all neurons fire with their intrinsic frequency which is identical. Therefore the phase relation between neurons is unchanged and the phase pattern is regular. (We recall that for the free dynamics, the phase definition Eq. (A.2) equals the Mirollo-Strogatz representation up to a constant factor.) A period of activity has duration slightly above the delay time $\tau$. The spikes sent at the beginning $t_0$ of a phase of activity arrive at $t_0 + \tau$, they finish the phase of activity by starting to suppress the firing of neurons. Approximately after time $\tau$, all spikes in transit have arrived, the neurons need some time to recover and then start the next period of activity characterized by free oscillating and sending of every neuron. When spikes arrive, the phase relations are changed due to interactions with arriving spikes so that the phase and spike patterns at different periods of activity are different. We checked
Figure A.5: Spike sendings (a) and spike arrivals (b) of the same dynamics as in Fig. A.4 versus time. Periods of regular activity, in which the neurons oscillate and send their spikes freely according to their intrinsic frequency, alternate with periods of spike arrivals, where the neurons are silent and the phase relations are changed due to incoming spikes.

that for different initial conditions this kind of dynamics was assumed.

A.4 Conclusions

The model considered in ref. [76] is contained in the class of models considered in chapter 6, cf. sec. 6.2. As in ch. 6, trajectories that underlie the irregular balanced state are studied. The authors of ref. [76] report that they numerically find positive finite-time Lyapunov exponents for these trajectories. This result is interpreted as indication of a chaotic balanced state which would contradict our analytical proof showing the stability of generic trajectories. However, the finding of positive finite-time Lyapunov exponents does not contradict our results. We reproduce the qualitative numerical results given in ref. [76] using a slightly different representation of the dynamics and show that the positive finite-time Lyapunov exponents arise since (i) the L_1 norm was chosen for the measurement of perturbation size and in this norm the perturbation increases when it initially spreads into the network and (ii) during the finite interval over which the evolution of the perturbation is measured, the decrease of perturbation does not yet dominate the initial increase. Further, our simulations suggest that the perturbation applied in ref. [76] is large, i.e. the perturbation causes the dynamics to leave the basin of attraction of the original trajectory. We conclude that our simulations confirm the stability of trajectories against sufficiently small perturbations in agreement with the analytical proof in chapter 6, in particular the dynamics is not chaotic.

We also give an explanation for the main result of the article, the observation of switching between regular patterns of activity in networks with very long delay. We
find that in networks with very long delay, periods of firing activity alternate with periods of silence. During periods of activity no spikes arrive (cf. Fig. A.5), the neurons oscillate freely and, due to the identical intrinsic frequency of all neurons, the phase relations are conserved which leads to the observed regular patterns. During periods of activity, spikes are sent. When these spikes arrive, they suppress any neural activity which leads to a period of silence that lasts until all spikes have arrived. During such a period of spikes arrivals, phase relations between neurons are changed due to interactions. The regular phase patterns thus ultimately occur since all neurons have identical free period.
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